4. Understanding collapse: the marginal productivity of sociopolitical change

It is provided in the essence of things that from any fruition of success, no matter what, shall come forth something to make a greater struggle necessary. Walt Whitman (quoted in Toynbee [1962 (III): 123])

Human societies and political organizations, like all living systems, are maintained by a continuous flow of energy. From the simplest familial unit to the most complex regional hierarchy, the institutions and patterned interactions that comprise a human society are dependent on energy. At the same time, the mechanisms by which human groups acquire and distribute basic resources are conditioned by, and integrated within, sociopolitical institutions. Energy flow and sociopolitical organization are opposite sides of an equation. Neither can exist, in a human group, without the other, nor can either undergo substantial change without altering both the opposite member and the balance of the equation. Energy flow and sociopolitical organization must evolve in harmony.

Not only is energy flow required to maintain a Sociopolitical system, but the amount of energy must be sufficient for the complexity of that system. Leslie White observed a number of years ago that cultural evolution was intricately linked to the quantities of energy harvested by a human population (1949: 363-93). The amounts of energy required per capita to maintain the simplest human institutions are incredibly small compared with those needed by the most complex. White once estimated that a cultural system activated primarily by human energy could generate only about 1/20 horsepower per capita per year (1949: 369, 1959: 41-2). This contrasts sharply with the hundreds to thousands of horsepower at the command of the members of industrial societies. Cultural complexity varies accordingly. Julian Steward pointed out the quantitative difference between the 3,000 to 6,000 cultural elements early anthropologists documented for native populations of western North America, and the more than 500,000 artifact types that U .S. military forces landed at Casa Blanca in World War II (1955: 81).

More complex societies are more costly to maintain than simpler ones, requiring greater support levels per capita. As societies increase in complexity, more networks are created among individuals, more hierarchical controls are created to regulate these networks, more information is processed, there is more centralization of information flow, there is increasing need to support specialists not directly involved in resource production, and the like. All of this complexity is dependent upon energy flow at a scale vastly greater than that characterizing small groups of self-sufficient foragers or
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agriculturalists. The result is that as a society evolves toward greater complexity, the support costs levied on each individual will also rise, so that the population as a whole must allocate increasing portions of its energy budget to maintaining organizational institutions. This is an immutable fact of societal evolution, and is not mitigated by type of energy source.

Whether one endorses a conflict or an integration model of society, or some synthesis of these, it is necessary to inquire into the benefits that a population derives, if from its investment in complexity. Although in the previous chapter serious questions were raised about the view that complex societies collapse as a result of overtaxing their populations, nevertheless the question of benefits relative to investment merits a close look. This is so under either a conflict model, in which complexity is seen as a response to class competition and the needs of an elite to maintain privilege, or an integration model, in which complexity is viewed as a response to social needs. In either view, complexity is a solution to perceived problems, and its facility in resolving these problems is based in part on its ratio of benefits/investment. Where this ratio is unfavorable, complexity is not a very successful strategy. As with energy and organization, the benefits and costs of investment in complexity are opposite poles of an equation. Neither can be considered without the other, although regrettably they usually are.

It is the thesis of this chapter that return on investment in complexity varies, and that this variation follows a characteristic curve. More specifically, it is proposed that, in many crucial spheres, continued investment in sociopolitical complexity reaches all point where the benefits for such investment begin to decline, at first gradually, then with accelerated force. Thus, not only must a population allocate greater and greater: amounts of resources to maintaining an evolving society, but after a certain point, higher amounts of this investment will yield smaller increments of return. Diminishing returns, it will be shown, are a recurrent aspect of sociopolitical evolution, and of investment in complexity.

The principle of diminishing returns is one of the few phenomena of such regularity and predictability that economists are willing to call it a 'law' (Hadar 1966: 30). In manufacturing, diminishing returns set in when investment in the form of additional inputs causes a decline in the rate of productivity. While this is not exactly analogous to the processes that cause diminishing returns in sociopolitical evolution, some of the terminology developed by economists will nevertheless be helpful in the discussion that follows.

Two concepts commonly used by economists are useful here. These are average product and marginal product. The average product of an economic activity is simply the output per unit of input. The marginal product of any input is the increase in the total output resulting from the input. Similarly, the average cost is the cost per unit of input, while the marginal cost is the increase or decrease in total cost resulting from one more (or less) unit of output (Hadar 1966; Hailstones 1976). 

The law of diminishing returns refers to changes in average and marginal products and costs. Average product and average cost respond to, and ultimately follow, changes in marginal product and cost. Both are subject to this principle, which is also 
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called the law of diminishing marginal productivity (Hailstones 1976). The relationship between marginal and average product is shown in Fig. 1.

For present purposes one term will be emphasized. The discussion will most often refer to the concept 'marginal return. ' This may be taken to mean the same thing as marginal product, that is, return per increased unit of investment. The word 'return' is preferred to 'product' to emphasize the concern with whatever benefits a population obtains from its investment in complexity. 

The proposition introduced above may now be rephrased in the terminology that will be used throughout the remainder of this work. It is suggested that the increased costs of sociopolitical evolution frequently reach a point of diminishing marginal returns. This is to say that the benefit/investment ratio of sociopolitical complexity follows the marginal product curve of Fig. 1. After a certain point, increased investments in complexity fail to yield proportionately increasing returns. Marginal returns decline and marginal costs rise. Complexity as a strategy becomes increasingly costly, and yields decreasing marginal benefits.

Four concepts discussed to this point can lead to an understanding of why complex societies collapse. These concepts are:

1. human societies are problem-solving organizations;

2. sociopolitical systems require energy for their maintenance;

3. increased complexity carries with it increased costs per capita; and

4. investment in sociopolitical complexity as a problem-solving response often reaches a point of declining marginal returns.

The remainder of this chapter will be devoted to showing how these factors are related to collapse. First, the proposition that investment in complexity breeds diminishing returns will be examined in some detail, for this proposition is crucial for explaining collapse. Next, the reasons for such declining marginal productivity will be examined. And finally, a synthetic explanation of collapse will be developed from these concepts.

The marginal productivity of increasing complexity

In this section it will be useful to break complexity down into several of its constituent parts, and examine these individually. The constituents include agriculture and resource production, information processing, sociopolitical control and specialization, 
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and overall economic productivity. In reality, of course, none of these is an independent entity. They form together an interdependent system that can be divided only artificially. They are separated here solely for the purposes of analysis and illustration. All of these spheres of activity represent investments by human populations in stability and welfare.

The examples that follow are drawn from a variety of cases spanning the last several hundred years. Many are drawn from recent history. It might be worthwhile to point out that I do not imply by these illustrations that any of these societies is in immediate danger of collapse. The examples merely show what are common problems faced by all complex societies. The relationship of these problems to collapse varies with the historical contexts of individual societies.

Agriculture and resource production

In 1965 the economist Ester Boserup put forward the radical thesis that increasing intensity in agricultural use of land is brought about by labor investment that is disproportionately greater than the returns received. Thus, although productivity per unit of land increases under intensification, productivity per unit of labor actually decreases.

Boserup developed an idealized (and as she recognize9, somewhat arbitrary) typology of agricultural land use. Her idealized types are as follows:

1. Forest-fallow cultivation. Also known as swidden, milpa, or slash-and-burn, this is a system in which plots of land are cleared in forest and planted for a number of years. As yields decline and weeds encroach, the plot is abandoned to forest succession and not used again until forest has become fully established. This fallow period may be as long as 25 years.

2. Bush-fallow cultivation. This system employs a shorter fallow of between six and ten years, so that no forest can grow,

3. Short-fallow cultivation. Fallow under this regime lasts only one or two years.

4. Annual cropping. This is not really a fallow system except that a period of a few months is left between one harvest and the next planting.

5. Multi-cropping. This is Boserup's most intensive system of land use, although it may be practiced in only a few favorable regions that do not have seasons of extreme cold (Boserup 1965: 15-16).

Boserup argues that through such factors as increasing land preparation, fertilization, and irrigation, human labor per unit of agricultural output rises throughout this sequence (cf. Boserup 1981: 45). She proposes that the factor inducing agriculturalists to undertake such increased labor for diminishing marginal returns is growth of population. Expanding population inevitably strains each successive form of land use, forcing a shift to the next one, so that the productivity of labor inevitably declines.

Boserup's framework is generalizable to other types of subsistence regimes. Asch, Ford, and Asch, for example, have developed a compatible framework to explain change in hunter-gatherer subsistence, from natural resources that are nutritious and understanding collapse
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easily processed to ones that are less so (1972). Mark Cohen has argued that the transition from hunting and gathering to agriculture can be understood as an adaptation to population growth, with such growth ultimately requiring the development of a more intensive and more costly system of resource production agriculture (1977). Hunter-gatherer foraging strategies are not immediately germane to the matter at hand, but these two studies do illustrate the universal nature of the economic process Boserup described.

Boserup's framework has been subject to some debate, particularly in the driving role of population growth. That debate will not be reviewed here, for it is not necessary to accept the demographic-stress argument to grasp the point of immediate relevance. This is that marginal returns on agriculture, in a subsistence economy, decline with increasing labor. That point can be amply illustrated. Clark and Haswell have shown that, in subsistence regimes, both the average and the marginal return on agriculture do indeed decline with increasing labor (1966: 83-4). This can be readily verified from Figs. 2, 3, 4, 5, 6, and 7. These illustrations, compiled by Clark and Haswell (1966), and Wilkinson (1973), provide the quantitative data lacking in Boserup's (1965) work, and needed to verify her proposition. It is clear from inspection that these data verify it substantially.

Animal husbandry follows the same pattern. The labor intensive nature and the costliness of animal husbandry is well known. Illustrating this point, the canals and steam railways that accompanied the development of industrialism in England were seen, at least in part, as a means of reducing the competition between people and horses for the produce of land (Wilkinson 1973: 124).

Fred Bateman (1969) has investigated changes in labor efficiency in the American dairy industry between 1850 and 1910. There was no major technological breakthrough in this interval, but other changes took place. One major shift was the

widespread extension of dairying into the winter months. Another was improvements in feeding. Still a third was the addition of stricter sanitation requirements. All of these added to the labor requirements of dairying, although yields did not increase proportionately. The figures in Table I show that between 1850 and 1910 dairy output per unit of labor declined by 17.5 percent.

The investment that the human species as a whole makes in overall nutrition, moreover, reaches a point where further investment gives a declining marginal pay off in enhanced life expectancy. Fig. 8 shows that nutritional level varies nonlinearly with life expectancy, so that the productivity of nutritional investment for producing longer life declines as such investment increases.

Complex societies depend on the production of other resources besides agricultural crops. Energy and minerals production, as the modern industrial world is well aware, follows the same productivity curve as subsistence agriculture, and for a similar reason. The fuel resources used first by a rationally-acting human population, and the mineral deposits mined first, are typically those that are most economically exploited, that is, most abundant, most accessible, and most easily converted to the needs at hand (Rifkin with Howard 1980: 73). When it subsequently becomes necessary to use less' economical resources marginal returns automatically decline.
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The development of the coal-based economy in England is a case in point. Wilkinson (1973) has shown that major jumps in population, at around A.D. 1300, 1600, and in the late eighteenth century, each led to intensification in agriculture and industry (see also North and Thomas (1973]). As the land in the late Middle Ages was increasingly deforested to provide fuel and agricultural space for a growing population, basic heating, cooking, and manufacturing needs could no longer be met

by burning wood. A shift to reliance on coal began, gradually and with apparent reluctance. Coal was definitely a fuel source of secondary desirability, being more costly to obtain and distribute than wood, as well as being dirty and polluting. Coal was more restricted in its spatial distribution than wood, so that a whole new, costly distribution system had to be developed. Mining of coal from the ground was more costly than obtaining a quantity of wood equivalent in heating value, and became even
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more costly as the most accessible reserves of this fuel were depleted. Mines had to be sunk ever deeper, until groundwater flooding became a serious problem. Ultimately the steam engine was developed, and employed to pump water out of mines. A similar historical course was followed with the depletion of the forests in the earliest settled parts of the United States (Wilkinson 1973).

The increased costliness per unit of thermal value in the initial shift from wood to coal is apparent, but unfortunately good quantitative data on returns to energy investment are usually not available before the recent period. Modern data not only illustrate the trend quantitatively, but indicate that the process of declining marginal returns is continuing. Adjusted for inflation, each dollar invested in energy production in 1960 yielded approximately 2,250,000 BTUs. By 1970 this had declined

to 2,168,000 BTUs, while in 1976 the same dollar could produce only 1,845,000 BTUs (Rifkin with Howard 1980: 124). The world's consumers do not need to be shown such figures to know that energy and minerals production follows the classic curve of declining marginal returns.

Information processing
The processing of large quantities of information is an essential aspect of complex societies, and indeed the need for this processing is probably one of the reasons that such societies came into existence. Yet the costs of information processing, in many spheres, show a trend of declining marginal productivity.

Gregory Johnson (1982) has shown graphically that as the size of a social group increases, the communication load increases even faster. Information processing increases in response until capacity is reached. After this point, information processing performance deteriorates, so that greater costs are allocated to processing that is less efficient and reliable. At this point information processing hierarchies may be expected to develop (Johnson 1982: 394-5).

In the same vein, Moore has suggested that when the amount of information processed by a society is small, much can be collected at low cost. As the amount of information spreads, however, the marginal cost of useful information grows rapidly, in part because redundancy of information increases (1981: 212).

Complex societies engage in a large number of information-processing activities. Among those for which data could be gathered that would be pertinent to the present problem are: research and development, education, and development/maintenance of information channels. These are certainly not the only spheres of information processing in complex societies, but they are essential ones.

The marginal productivity of research and development (R&D) in the United States, and elsewhere, displays a disturbing trend. Fig. 9 shows clearly that as the number of scientists, engineers, and technicians in the United States rose between 1900 and 1954, their productivity, as reflected in patents issued, declined sharply. Furthermore, the number of patent applications relative to the population of the United States rose until about 1920, and then began to decline. Patent applications
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filed between 1941 and 1960, relative to personnel and expenditures committed to research and development, declined noticeably (Fig. 10).
At first glance these charts seem to indicate declining marginal returns for investment in research and development. Some additional discussion is necessary, though, to demonstrate that this is so. Fritz Machlup, the source of these data, suggests that three factors may potentially account for them: (a) declining productivity of inventing; (b) decline in proportion of patentable inventions; and (c) decline in propensity to patent (1962: 174-5). Various economists have made similar suggestions (e.g., Schmookler 1966; Griliches 1984). Machlup suggests that the major part of the decline in patenting is due to the growth of military R&D, which does not usually yield patentable inventions.

Despite Machlup's caution, a number of factors suggest that the productivity of research and development has indeed declined. For one thing, the data in Fig. 9 show that patents have been declining in respect to population and number of technical workers since about 1920, well before the R&D effort of World War II and thereafter . Even more significantly, patenting relative to numbers of scientists and engineers has declined continuously since 1900. Jacob Schmookler has compiled figures showing that, excluding government-financed projects, the number of industrial research
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personnel increased 5.6 times from 1930 to 1954, while the numbers of corporate patents rose between 1936-40 and 1956-60 by only 23 percent (1966: 28-9).

The problem, furthermore, is not restricted to the United States. In a survey of 50 countries (many of which do not invest heavily in military R&D), Evenson showed that inventions per scientist and engineer have declined in nearly all cases between the late 1960s and the late 1970s (1984: 89). In both the U.S. and Japan, between 1964 and 1979-80, the ratio of patents to productive inputs fell in almost all industries. In the U.S. between 1964 and 1978 R&D spending per scientist and engineer increased at an annual rate of .0047, while patenting declined at an annual rate of .0283. There has been a similar pattern in Japan (Evenson 1984: 107-8). 

There are, moreover, other data suggesting declining productivity of inventing activity in the industrial world. Hornell Hart has demonstrated consistent patterns of increasing and then declining rates of patenting (logistic curves) in many fields that are partially or wholly unrelated to military R&D. These include airplanes, automobiles, cotton machinery, electric meters, radios, sewing machines, spinning machinery, sulky plows, telegraphy, telephony, typewriters, and weaving machinery (Hart 1945: 338). He also noted that the same patterns are evident in the major inventions and discoveries of the Western world, and in patents sealed in Great Britain between 1751 and 1820, and between 1821 and 1938 (Hart 1945: 338).
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Thus, it seems that military R&D cannot account for more than a small part of the decline in patents. Furthermore, the decline is widespread in so many fields, over such a long time, that declining propensity to patent can hardly account for it either. Recent research shows that there is in fact a strong positive relationship between R&D and patenting (Schmookler 1966: 44-6; Bound et al. 1984: 39; Pakes and Griliches 1984: 63). Thus the patent statistics appear to be a reliable indicator of inventive accomplishment.

It would appear that there has indeed been a genuine drop in the inventive productivity of research and development, and that as investments in R&D have increased (from 0.1 percent of gross national product in 1920 to 2.6 percent in 1960 [Rescher 1978: 67]), the marginal product of these investments has declined. Although there are some demurrals (e.g., Clark and Griliches 1984), many economists recognize this trend (e.g., Mansfield 1971: 32,34-5; Nordhaus 1969: 20-4; Denison 1979: 126; Sato and Suzawa 1983: 65).

Medical research and application provide a good example of a declining marginal return for increased investment in a scientific field. While it is less easy to measure the benefits of medicine than its costs, one sure indicator is life expectancy.

Unfortunately, ever larger investments in health care do not yield proportionate increases in longevity. In 1930 the United States expended 3.3 percent of its gross national product (GNP) to produce an average life expectancy of 59.7 years. By 1982, 10.5 percent of GNP was producing a life expectancy of 74.5 years. The pattern in the intervening years is shown in Fig. 11. It can be seen from this chart that from 1930 to 1982 the productivity of the U .S. national health care system (measured thus) declined by over 57 percent (after Worthington [1975: 5] and U.S. Bureau of the Census [1983: 73, 102]). (In fact, it is likely that the decline in the productivity of medicine has been even greater, for the effects of improved nutrition and sanitation on increasing life expectancy have not been included.)

As surprising as it may seem, investment in education also shows a trend of declining marginal productivity. To begin with, a complex society that must process large quantities of information will be faced with costs for education that will almost certainly rise. Between 1870 and 1960 the proportion of the population between the ages of 18 and 21 enrolled in institutions of higher education in the United States increased from 1.7 percent to 33.5 percent (Machlup 1962: 78). Moreover, the institutions of higher learning in which these students were enrolled consumed a portion of the gross national product that rose from 0.26 percent in 1900 to 1.23 percent in 1960 (Fig. 12) (Machlup 1962: 79). The number of students per faculty member declined from 12.8 in 1900 to 9.5 in 1958 (Machlup 1962: 81). At the same time, more and more students pursued educational courses that were longer and more specialized (Fig. 13), and more costly (Fig. 12) (Machlup 1962: 79,91). The national cost of higher education, both actual and relative, has clearly increased. 

But hasn't this increased ,investment in higher education brought at least equivalent, if not greater, returns? While the returns on investment in education are difficult to assess, most people would assume that the answer to that question must be yes. But there are ways of looking at the matter that suggest that this investment has 
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not brought greater marginal returns. With increasing time spent in education and greater specialization, the learning that occurs yields decreased general benefits for greater costs. The greatest quantities of learning are accomplished in infancy; learning that occurs earlier in life tends to be more generalized. Later, specialized learning is dependent upon this earlier, generalized knowledge, so that the benefits of generalized learning include all derivative specialized knowledge. Axiomatically, therefore, generalized learning is of overall greater value than specialized. 

Moreover, this early, generalized learning is accomplished at substantially lower cost. Machlup (1962: 104-5) has compiled figures showing that, in 1957-8, education of pre-school children in the home cost the United States $4,432,000,000 (in income foregone by mothers), which yields $886,400,000 per year for ages 0 through 5. Elementary and secondary education cost $33,339,000,000, or $2,564,538,462 per year for ages 6 through 18. Higher education cost $12,757,000,000, or $2,514,000,000 per year for far fewer students, assuming an average of five years spent in higher education. In other words, the monetary cost to the nation of a year of education between pre-school, when the most generalized, highly useful education takes place, and college, when the most specialized learning is accomplished, increases by about 284 percent. And this increase would be even more dramatic if these figures took into account the fact that college enrollment is but a fraction of the available population.
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Similarly, Fig. 14 shows that the overall productivity of investment in higher education for the development of specialized expertise has declined substantially since 1900. D. Price has demonstrated, in regard to the education of scientists, that educating more scientists causes those of average ability to increase in number faster than those who are most productive (1963: 102-3). Thus, increasing investments in specialized education yield declines in both marginal and average returns. 

In 1924, S.G. Strumilin collected in the Soviet Union a set of educational data that reveal a corroborative pattern. He showed that the marginal return on investment in education declines with increasing education. The first two years of education, according to Strumilin, raise a Soviet worker's production skills an average of 14.5 percent per year. Yet the third year of education yields an increase of only an additional 8 percent, while the fourth through sixth years raise skills only a further 4-5 percent per year (Tul'chinskii 1967: 51-2).

Such examples indicate the kinds of costs incurred by complex societies that must invest resources in preparing people for specialized tasks. While the performance of these tasks may be quite essential to the society's needs, it cannot be claimed that benefits for investment in education increase proportionate to costs. To the contrary, increasingly specialized training serves ever narrower segments of the system, at ever greater cost to the society as a whole. What is more, the benefits derived from
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specialized training are equally attributable to the generalized education which necessarily precedes it. Specialized training can be costly in other ways. Where flexibility is required in task performance, specialized personnel may not be capable of performing tasks for which they were not prepared. And where the need for certain kinds of specialized tasks arises and disappears, the investment in training may be largely wasted. Contemporary transformations in industry, and in its trained, specialized personnel, illustrate this point tragically.

A society able to meet its needs by generalized education will inevitably, then, obtain greater value for its investment than will a society dependent on specialized training. As complexity and specialization increase, the cost of education does also, while its marginal product declines.

A complex society must invest heavily in the development and maintenance of information channels. While it is not possible to show with available data that this yields a declining marginal product, it can be shown that it is an increasingly costly activity. Between 1940 and 1957, expenditures for radio and television services in the United States increased from 0.57 to 1.00 percent of GNP (Machlup 1962: 253). Telephone operating revenues, from 1880 to 1958, grew from 0.03 to 1.73 percent of GNP (Machlup 1962: 253). The important point to note from these figures is that when a sphere such as information processing acquires an increasing share of a
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society's available resources (in this case, GNP), the share available for other spheres must automatically decline.

Sociopolitical control and specialization

There is in complex societies a recurrent and seemingly inexorable trend toward declining marginal productivity in hierarchical specialization. So widespread is this trend that, in democratic nations, entire political careers have been successfully based on rallying voters against it. C. Northcote Parkinson comes immediately to mind as the writer who has most effectively conjured the vision of bloated bureaucracies growing ever larger, devouring ever more of the produce of taxpayers, and producing ever less of real value (1957). And although much of his writing has a superficial tone, he has compiled some informative statistics to back up his view. Table 2 shows that, between 1914 and 1967, the number of capital ships in the British Navy declined by 78.9 percent, the number of officers and enlisted men by 32.9 percent, and the number of dockyard workers by 33.7 percent. Yet during this period the number of dockyard officials and clerks increased by 247 percent, and the number of Admiralty officials by 769 percent (Parkinson 1957: 8; 1971: 4). Table 3 shows that between 1935 and 1954 the number of officials in the British Colonial Office increased by 447
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percent. During this same period, of course, the empire administered by these officials shrank considerably (Parkinson 1957: 11).

Parkinson has elsewhere suggested that, beyond a certain point, increasing taxation begins to yield declining marginal returns. Two of the reasons for this are increased avoidance on the part of taxpayers, requiring still further bureaucracy to enforce compliance, and inflation, which reduces the value of the money collected. Beyond a rate of 20 percent, Parkinson suggests, the marginal return on taxation declines (1960: 79). Such views, as is well known, figure prominently in current political and economic debates.

Parkinson (1957) indicted bureaucratic self-serving to account for declining marginal returns on investment in hierarchical specialists. However comforting to some, this is far too simplistic an explanation. Bendix (1956) has compiled for private industry, in several nations, data similar to those Parkinson has uncovered in government. He was able to show that a pattern of increasing hierarchical specialization characterizes the private sector as strongly as Parkinson has demonstrated for the public (Fig. 15). Clearly in the private sector, where economic success depends on efficiency, this pattern cannot be attributed to self -serving inefficiency. The reason why complex organizations must allocate ever larger portions of their personnel and other resources to administration is because (as discussed in Chapter 2) increased complexity requires greater quantities of information processing and greater integration of disparate parts.

Even popular government products are subject to the law of diminishing returns.
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Mohring (1965) has shown that as the ratio of high speed freeway capacity to street capacity increases, the marginal return on investment in freeway construction declines sharply.

Overall economic productivity

Complex societies with large, well-developed economies have historically been able to sustain only rather inferior rates of economic growth. Latecomers to economic growth tend to have higher growth rates than early starters (Rostow with Fordyce 1978: 48). This is evident in Table 4, which shows that rates of economic growth are highest in middle income countries, followed by high income and low income nations (Kristensen 1974: 27). Kristensen (1974: 28) infers from these data that, through time, rates of economic growth tend to slow down, as projected in Fig. 16. Such a trend suggests that societies with more developed economies face a situation in which the productivity of GNP for stimulating further growth tends to decline. 

Although some authors (e.g. Schmookler 1962) believe that technical innovation responds to economic productivity, there are also data suggesting that technical innovation often occurs along a curve of declining marginal productivity. Fig. 17
shows reductions in fuel consumption of steam engines resulting from increases in
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thermal efficiency, from the early eighteenth to the middle twentieth centuries. In such a field, technical innovation slows down as returns for improvement diminish. For the steam engine, the remaining possibilities of fuel-saving were reduced as thermal efficiency was increased. A doubling of efficiency in this century would save much less fuel, per engine, than would a 10 percent increase in the eighteenth century, and the saving would be much harder to achieve (Wilkinson 1973: 144-5).

Zolotas has argued that the productivity of industrialism for producing social welfare is declining. In partial support of this assertion he points out that while U.S. per capita product increased 75 percent from 1950 to 1977, weekly work hours

declined by only 9.5 percent (Zolotas 1981: 92-3).

Explaining declining marginal returns in complex societies

The discerning reader might reasonably question much that was presented in the preceding section. It might be said that examples of declining marginal productivity have deliberately been sought, and that the role of technological innovation in

alleviating such problems was not considered. In fact, what was presented are simply
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examples of what is proposed to be a problem common to many situations of increasing complexity, intensification in resource extraction, and economic growth. The fact that such examples can be compiled does not mean that all economic trends follow the same curve, nor that socioeconomic processes in complex societies follow only the law of diminishing returns. It also does not mean that such trends occurring in any specific sphere are irreversible. Where this law is operative, however, serious consequences can be expected, and those are the situations of interest here. The role of technological innovation is another matter; more will be said about it later. Suffice to say at this point that technical innovation in at least some cases (e.g., steam engines, as just described) can be shown to decline in its marginal product over time (e.g., Wilkinson 1973: 144-5).

The proposition that societies regularly face declining productivity for investment in complexity can be more securely demonstrated if it can be shown why this is so. This can indeed be done for the four spheres just discussed.

Agriculture and resource production

The reason why intensification in agriculture and resource production follows a pattern of declining marginal productivity is fairly easy to show, due to the work of Boserup (1965,1981), Clark and Haswell (1966), and Wilkinson (1973). Simply put, rationally-acting human populations will first exploit those resources that yield the best return per unit of effort, and still meet the needs of the population. If this is so, then it follows that any change in resource extraction must be in the direction of using resources that are more costly to obtain, process, distribute, and/or market, so that the marginal product of labor and other inputs declines. Thus, hunters and gatherers first exploit foods that are higher in nutritional value, and easier to obtain and process, than resources that are less favorable for these characteristics (Asch, Ford, and Asch 1972). Populations employ labor-conserving, extensive patterns of land use, such as hunting and gathering, prior to labor-consuming, intensive patterns such as
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agriculture (Cohen 1977). Among those who practice agriculture, extensive systems, such as slash-and-burn, are preferred to intensive ones (Boserup 1965). Among intensive agriculturalists, lower labor quantities per unit of return are preferred to higher (Clark and HaswellI966).

In other spheres of resource extraction, minerals and energy forms can be ranked in terms of their ease of discovery , extraction, processing, and use. Resources that rank higher in these dimensions will be used before resources that don't, and when these are no longer sufficient, secondary resources will be employed. The shift from wood to coal in England and the United States is a case in point (Wilkinson 1973). In the contemporary petroleum industry, the extraction of less readily available deposits by secondary and tertiary recovery techniques yields a product with a substantially higher monetary cost but no greater energy value. 

There are of course ambiguities in these matters. It would be unwise to assume that human populations always behave with economic rationality, and even when they attempt to, information may not be available to ensure success. Further, people do some things for reasons that are not directly economic, but these activities nonetheless consume resources. Acquisition of distant, costly, and rare prestige goods is a ready example.

Such uncertainties are easily answered. Among whatever set of resources a population obtains, for whatever reasons, the law of diminishing returns is likely to apply. As demand for a commodity grows, increased production will at some point mean depletion or insufficiency of the least costly sources. At that point, more costly sources must be used, with declining marginal returns.

For the present purposes, it need not be argued that population growth is the sole driving force behind intensification in resource production. No doubt it often is, as in post-Medieval England (Wilkinson 1973), but other factors can also create rising commodity demands.

Information processing

Why does information processing often show a declining marginal return? Why do investment in education, and in research and development, result in decreasing productivity? The answers in both spheres are similar.

The case of education was touched on earlier. Reiterating in brief: general education, which occurs in the earliest years of life, is of the most lasting, widespread value. It is also attained at the lowest comparative cost. Later, more specialized training is considerably costlier. Its benefits may apply only to narrow segments of the society, while its costs are spread throughout the system. It may institutionalize rigidity where flexibility is called for. What is more, the benefits of specialized training are at least partly attributable to the generalized knowledge on which it depends. Axiomatically, then, general knowledge will always yield greater benefits than specialized. A society that can meet its needs through generalized education will obtain greater marginal returns on its investment than a society dependent on specialized training.
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The situation in research and development is similar. As with education, specialized scientific knowledge depends upon prior, general principles. Within a scientific field, early work develops the general parameters of the discipline, the nature of the subject matter, the scope of inquiry, broad research questions, and like matters. And although much of this early work may come to be rejected by later scholars (Kuhn 1962), nevertheless there is also substantial derivation from it (Schwartz 1971: 43). Thus, the product of early, generalized work in a scientific field includes all knowledge derived from later, specialized research. And so - again axiomatically -specialized work can never yield the benefits achieved by earlier, generalized research. It is no coincidence that the most famous practitioners historically in each field tend to be persons who were instrumental in developing the field, and in establishing its basic outline. No Einsteinian physicist, no Darwinian biologist, and no Marxist social scientist will ever achieve the fame and influence of these masters who revolutionized their fields.

Yet science is not completely a cumulative, linear process. Rethinking, reformulation, and outright rejection of earlier work are commonplace (Kuhn 1962). When new schools of thought (what Kuhn [1962] calls 'paradigms') emerge through scientific revolutions, anew, generalized groundwork is laid upon which later, specialized work is built. The movement from general and most widely applicable, to specific and most narrowly focused (which characterizes the history of a scientific field), is duplicated repeatedly in the cycle of revolution, paradigm development, paradigm application, and revolution that Kuhn (1962) has noted. Again, the knowledge of greatest lasting benefit comes from the general formulations which initiate a paradigm, while the scientists who accomplish this tend to become more famous than their successors who produce derivative work. 

Rostow (1980: 170-1) has graphed what he argues is the characteristic marginal product curve of individual branches of science. As shown in Fig. 18, Rostow projects that marginal productivity will first rise and then decline in each specific field (although he asserts that the marginal product for science as a whole continually rises). Sato and Suzawa argue analogously for technical progress: that its production function has the standard neoclassical properties of diminishing returns to R&D expenditures (1983: 65).

The decreasing benefits from specialized, derivative work, viewed from the perspective of the overall history of science, are acquired at substantially greater cost. The costs to societies of early support of science tended to be minimal (and as D. Price cogently noted, in many cases '...society almost dared [scientists] to exist' [1963: 107]). Generally, as in the ancient Mediterranean or Medieval Europe, it consisted of little more than the support of individual naturalists or mathematicians and their students, or the support of religious specialists who also performed scientific inquiry. Science today, in contrast, is a costly process involving complex institutions, sophisticated technology, and large, interdisciplinary research teams (cf. Schwartz 1971: 267-8). This costly science certainly produces astonishing results, but these cannot be claimed to be more valuable than the generalized knowledge of earlier, less expensive science. As impressive, for example, as modern travel technology is, it is 
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hard to argue that it is of greater consequence than the development of the wheel, or of water craft, or of the steam engine. As astounding as it is to put human beings on the moon, this is not of greater import than the principles of geometry or the theory of gravity. However valuable may be genetic engineering, the benefits of this complex process must always be attributed in part to the nearly cost-free work of Gregor Mendel.

The contemporary field of archaeology provides a useful, if anecdotal, example. Archaeology in the United States during the nineteenth and early twentieth centuries was a low-cost, generalized affair, supported initially by individuals, local interest societies, and philanthropic institutions. Government spending in support of archaeology during the nineteenth century was comparatively small. By the mid-twentieth century Federal support, primarily through the National Science Foundation, had substantially increased. In the 1970s and 1980s Federal and private support grew exponentially, due to Federally-mandated conservation and recovery of archaeological data in the face of land development. Vastly larger sums have been expended on archaeology in the United States in the last fifteen years than ever before. 

Has this produced knowledge exceeding, or even equivalent to, that derived from earlier, low-cost research? While the question is impossible to respond to in any quantitative sense, many professionals feel the answer is no. Early archaeology established the parameters of the field, defined regional and temporal variation, established rudimentary chronologies, and did a remarkably good job of setting out basic lines of inquiry. More recent, highly funded archaeology, asserts one critic, has not succeeded in answering a single, major research question (King 1981). (A related point worth recalling here is the fact, discussed in Chapter 2, that the major current explanations for the origin of the state were basically set out over 2000 years ago [Haas 1982]. Modern, costly research has still achieved no universally acceptable answer to these ancient questions.)

What has happened? Are archaeologists, as some assert, interested more in material rewards than in production of knowledge? Are we, as others believe, merely a profession of unimaginative muddlers? While these characterizations might describe some practitioners, they do not account for the current lack of scientific breakthroughs. The answer is that archaeology has followed the direction taken by other disciplines. It has become highly specialized and costly. Furthermore, the narrowly-focused, intensive research questions being asked today are harder to answer than those of the past. There are two reasons for this. One is that the profession now demands higher standards of fieldwork and analysis. But perhaps
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more importantly, in any field, as each research question among the stock waiting to be answered is resolved, the costliness of deciphering the remainder increases. 

Admittedly such a view is oversimplified, for it is unlikely that there is any finite 'stock' of research questions waiting to be answered in a field (cf. Kuhn 1962). The point, however, has illustrative value. As more generalized knowledge is established early in the history of a discipline, only more specialized work remains to be done. This tends to be more costly and difficult to resolve, so that increasing investments yield declining marginal returns. Hence, contemporary archaeology appears to be unproductive, not because its practitioners are so, but because they are forced to grapple with increasingly complex questions. Where archaeology once asked primarily factual questions (what, where, and when?) that were inexpensive to answer, the focus today is more often on the difficult topic of explaining cultural processes.

This is probably a good part of the reason for the declining productivity of research and development. Modern science is becoming less productive overall (there are always countervailing trends in some fields) because it has become increasingly specialized and expensive, and has depleted much of the stock of less costly questions. The principles of gravity and of natural selection no longer wait to be discovered. They have been replaced as research foci by more complex matters such as space exploration and genetic engineering. As McCain and Segal have observed, it is not likely that science can still be advanced by flying a kite in a thunderstorm or peering through a homemade microscope (1973: 158).

The great physicist Max Planck, in a statement that Rescher calls 'Planck's Principle of Increasing Effort,' noted that '...with every advance [in science] the difficulty of the task is increased' (Rescher 1980: 80). As easier questions are resolved, science moves inevitably to more complex research areas and to larger, costlier organizations (Rescher 1980: 93-4). It is at least in part for this reason that U.S. defense expenditures (with their great emphasis on complex technologies and R&D) grew from 0.7 percent of GNP in 1913 to 10 percent in 1970 (Mishan 1977: 239). 'As science progresses within any of its specialized branches,' writes Rescher, 'there is a marked increase in the over-all resource-cost to realizing scientific findings of a given level [of] intrinsic significance...' (1978: 80). Thus from 1966 to 1971 constant dollar expenditures in the average National Institutes of Health project rose 13 percent, with no comparable increase in the apparent merit of the research (Rescher 1980: 85). Exponential growth in the size and costliness of science, in fact, is necessary simply to maintain a constant rate of progress (Rescher 1980: 92). So as D. Price noted in 1963, science is growing faster than either the population or the economy, and of all scientists who had ever lived, 80-90 percent were still alive at the time of his writing.

The declining productivity of the U .S. health care system becomes intelligible in this light. Rescher points out:

Once all of the findings at a given state-of-the-art level of investigative technology have been realized, one must move to a more expensive level ...In natural science we are involved in a technological arms race: with every 'victory over 
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nature' the difficulty of achieving the breakthroughs which lie ahead is increased (1980: 94,97).

The declining productivity of medicine is due to the fact that the inexpensive diseases and ailments were conquered first (the basic research that led to penicillin costing no more than $20,000), so that those remaining are more difficult and costly to resolve (Rescher 1978: 85-6, 1980: 52). Moreover, as each increasingly expensive disease is conquered, the increment to average life expectancy becomes ever smaller. And in fighting a new malady such as Acquired Immune Deficiency Syndrome, large sums are spent simply trying to prevent a drop in life expectancy. 

Sociopolitical control and specialization

Control and specialization are the very essence of a complex society. The reasons why investment in complexity yields a declining marginal return are: (a) increasing size of bureaucracies; (b) increasing specialization of bureaucracies; (c) the cumulative nature of organizational solutions; (d) increasing taxation; (e) increasing costs of legitimizing activities; and (f) increasing costs of internal control and external defense. These spheres are intertwined, and will be discussed together. 

Human social evolution has proceeded from lower to higher cost. As discussed earlier in this chapter, more complex social forms require greater support costs per capita. In the process of increasing complexity, less costly social features have been added before more costly ones. Thus, part-time leadership has preceded full-time; generalized administration has preceded and given way to specialized. Where at one stage in the development of apolitical hierarchy multiple administrative functions tend to be carried out by a single individual, a common trend among human organizations is to respond to problems by developing specialized administrators, and by increasing the proportion of the population engaged in administrative tasks. In many cases this increased, more costly complexity will yield no increased benefits, at other times the benefits will not be proportionate to the added costs. 

If increased complexity develops to deal with internal unrest or external threats, this solution may yield no tangible benefit for much of the population. Arms races i present a classic example. Increasing costs of military hardware, and military and civilian personnel, when undertaken to meet a competitor's like increases, yield no increased security for the added cost. Such increased costs are often undertaken merely to maintain the balance-of-power status quo. As a military apparatus increases in complexity its administrative costs increase disproportionately, as Parkinson's (1957, 1971) figures indicate, usually to little or no competitive advantage.

Technological investments in military hardware, moreover, follow the marginal return curve of all technological developments. Improvement innovations (as in the steam engine) become harder to achieve and yield declining marginal benefits. Scherer concludes, for example, that the F-4 warplane was a greater technological leap relative to the subsonic F-85 or F-86 than the more recent F-15 was to the F-4 (1984: 266).

Similarly, if increased complexity is undertaken because of a need for hierarchical 
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administration of, say, agricultural production, the results are likely to be the provision of no more than the base subsistence level for the population so served. This would probably average around 2000 calor1e-sper person per day. Now this same population, at a previous point in their history, were probably able to provide themselves with these same 2000 calories without the cost of an administrative hierarchy. For whatever reason - whether population growth, soil deterioration, or climatic fluctuation - the population later comes to require the development of a hierarchy to reverse a trend of declining agricultural output. When this occurs, the per capita subsistence yield may be returned to the base level, yet now this is accomplished at considerably greater cost. The marginal productivity of the interlinked administrative-agricultural system has declined.

Organizational solutions tend to be cumulative. Once developed, complex social features are rarely dropped. Tax rates go up more often than they go down. Information processing needs tend to move in only one direction. Numbers of specialists ordinarily don't decline. Standing armies rarely get smaller. Welfare and legitimizing costs are not likely to drop. An ever increasing stock of monumental architecture requires maintenance. Compensation of elites rarely goes down. What

this means is that when there is growth in complexity it tends to be exponential, always increasing by some fraction of an already inflated size.

Complex societies, by their very nature, tend to experience cumulative organizational problems. As systems develop more parts, and more complex interactions among these parts, the potential for problems, conflicts, and incongruities develops disproportionately. Mancur Olson has produced a good example of how complexity itself breeds further costs. Among contemporary societies, as regulations are issued and taxes established, lobbyists seek loopholes and regulators strive to close these. There is increased need for specialists to deal with such matters. An unending spiral unfolds of loophole discovery and closure, with complexity and costs continuously increasing (Olson 1982: 69-73). Perrow (1984) has shown how in technological systems, the potential for catastrophic accidents increases solely by virtue of more complex linkages among parts. The cost of preventing accidents must therefore also rise.

Any complex hierarchy must allocate a portion of its resource base to solving the problems of the population it administers, but must also set aside resources to solve problems created by its own existence, and created by virtue of overall societal complexity. Prior to the development of modern welfare states it is likely that these increased administrative costs did little for the population as a whole other than to maintain some semblance of basic needs. And often even that was not accomplished.

To maintain growth in complexity, hierarchies levy heavier taxes on their populations. At some point even this yields declining marginal returns. This happens when rates are so high that avoidance increases, and taxation-induced inflation erodes the value of the money collected (Parkinson 1960: 79; Eisenstadt 1963: 152).

Rulers, as discussed in Chapter 2, must constantly legitimize their reigns. Legitimizing activities include such things as external defense and internal order, alleviating the effects of local productivity fluctuations, undertaking local 
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development projects, and providing food and entertainment {as in Imperial Rome) for urban masses. In many cases the productivity of these legitimizing investments will decline. Whatever activities a hierarchy undertakes initially to bond a population to itself (providing defense, agricultural development, public works, bread and circuses, and the like) often thereafter become de rigueur, so that further bonding activities are at higher cost, with little or no additional benefit to the hierarchy.

This point may require clarification. Consider the situation of a hierarchy that must invest in legitimizing activities among a politically potent but minimally compliant segment of the population. Once this population segment has become accustomed to any pattern of increasing investment in legitimization, continuance of this trajectory is necessary to maintain the compliance status quo. Increased investment in legitimizing activities brings little or no increased compliance, and the marginal return on investment in legitimization correspondingly declines.

The appeasement of urban mobs presents the classic illustration of this principle. Any level of activities undertaken to appease such populations - the bread and circuses syndrome - eventually becomes the expected minimum. An increase in the cost of bread and circuses, which seems to have been required in Imperial Rome to legitimize such things as the accession of a new ruler or his continued reign, may bring no increased return beyond a state of non-revolt. Rewards to Roman military personnel would often follow the same pattern, particularly when bounties were granted upon a ruler's accession. Roman soldiers regarded such bounties as aright (Mattingly 1960: 184).

The alternative course is to reduce legitimizing activities and increase other means of behavioral control. Yet in such situations, as resources committed to benefits decline, resources committed to control must increase (Wittfogel 1957: 112; Lenski 1966: 51). Although quantitative cost/benefit data for such control systems are rare, it seems reasonable to infer that as the costs of coercion increase, the benefits (in the form of population compliance) probably do not grow proportionately (Haas 1982: 211). In the United States from 1960 to 1973, for example, an increase in total crime i of 258 percent required arise in law enforcement expenditures of 332 percent (Rescher 1980: 64). Thus the marginal cost of coercion increases, and the marginal return declines.

These remarks are not meant to suggest that social evolution carries no benefits, nor that the marginal product of social complexity always declines. The marginal product of any investment, as illustrated in Fig. 1, declines only after a certain point; prior to that point benefits increase faster than costs. Very often, though, societies do reach a level where continued investment in complexity yields a declining marginal return. At that point the society is investing heavily in an evolutionary course that is becoming less and less productive, where at increased cost it is able to do little more than maintain the status quo.

Overall economic productivity
Per capita rates of economic growth decline with increasing GNP, so that as the economy of a society expands, its rate of growth slows down. Various economists
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(e.g., Kristensen 1974; Rostow with Fordyce 1978) attribute this in large part to the cost of producing technical knowledge. It has been suggested that high growth rates use up the existing backlog of knowledge, so that growth thereafter must rely on the rate at which new knowledge is created. Growth, therefore, follows a logistic curve. Middle income nations develop a faster growth rate because they are able to simply absorb knowledge and technology developed elsewhere.

This is an interesting perspective, although it may not be readily applicable to the non-capitalist economies of early complex societies. There are, however, reasons to suspect that there is more behind declining economic growth than simply using up existing knowledge. It may well be that an overall trend of declining marginal productivity in a society simply leaves proportionately less capital for investment in future growth. Consider, for example, the plight of a society that must simultaneously i face declining marginal productivity in any combination of the following: agriculture, minerals and energy extraction, science, education and information processing, size and costs of civil and military organizations, upkeep of capital stock (such as monumental architecture, or more practical things like aqueducts and bridges), etc. As each of these spheres requires an increased proportion of the society's budget, the portion available for investment in future growth must decline. Such a condition is more likely to characterize a country that has been growing for some time, than a newly emerging nation just entering a phase of growth. 

Productivity growth is highly dependent on research and development (Mansfield 1968: 4-5; Sato and Suzawa 1983: 58), which like any scientific endeavor is susceptible to declining marginal returns. Cost records from seventeen research laboratories from 1950 to 1960, compiled by Ellis A. Johnson and Helen S. Milton, show that a doubling of R&D activity was gained only by an investment that grew 450 percent (Wolfle 1960: 517). Productivity growth requires technical innovation, but in the United States each one percent increase in the rate of cumulative R&D can yield an increase in the rate of technical change of only 0.1 to 0.7 percent (Mansfield 1971: 34-5). And once basic innovations have been achieved, derivative work and improvement innovations occur at high cost, with a declining marginal return (Mensch 1979; Scherer 1984).

Explaining collapse

At the beginning of this chapter it was proposed that four concepts would lead to an understanding of collapse. These are:

1. human societies are problem-solving organizations;

2. sociopolitical systems require energy for their maintenance;

3. increased complexity carries with it increased costs per capita; and

4. investment in sociopolitical complexity as a problem-solving response often reaches a point of declining marginal returns.

The first three points may be thought of as the conceptual underpinnings of the fourth, which is the crucial element in the explanation.

A society increasing in complexity does so as a system. That is to say, as some of its
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interlinked parts are forced in a direction of growth, others must adjust accordingly. For example, if complexity increases to regulate regional subsistence production, investments will be made in hierarchy, in bureaucracy, and in agricultural facilities (such as irrigation networks). The expanding hierarchy requires still further agricultural output for its own needs, as well as increased investment in energy and minerals extraction. An expanded military is needed to protect the assets thus created, requiring in turn its own increased sphere of agricultural and other resources. As more and more resources are drained from the support population to maintain this system, an increased share must be allocated to legitimization or coercion. This increased complexity requires specialized administrators, who consume further shares of subsistence resources and wealth. To maintain the productive capacity of the base population, further investment is made in agriculture, and so on.

The illustration could be expanded, tracing still further the interdependencies within such a growing system, but the point has been made: a society grows in complexity as a system. To be sure, there are instances where one sector of a society grows at the expense of others, but to be maintained as a cohesive whole, asocial system can tolerate only certain limits to such conditions.

Thus, it is possible to speak of sociocultural evolution by the encompassing term 'complexity " meaning by this the interlinked growth of the several subsystems that comprise a society. This growth carries an associated energy cost, which before the development of fossil-fuel economies was largely met by human labor. Growth also yields an array of benefits, including administration of resource storage and distribution, investment in agricultural, energy, and minerals production, internal order and external defense, information processing, and public works. Growth in benefits relative to costs will regularly follow the curve shown in Fig. 19, which is to say that at
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some point in the evolution of a society, continued investment in complexity as a problem-solving strategy yields a declining marginal return. Let us examine this proposition in more detail.

The hypothetical society discussed a few paragraphs above responds to stress by increasing complexity. In so doing it increases investment in agricultural and other resource production, in hierarchy, in information processing, in education and specialized training, in defense, and so forth. The cost-benefit curve for these investments increases at first favorably, for the easiest, most general, most accessible, and least expensive solutions are attempted first. As these solutions are exhausted, however, continued stresses require further investments in complexity. The least costly solutions having been used, evolution now proceeds in a more expensive direction. The hierarchy expands in size, complexity, and specialization; resource production focuses increasingly on sources of supply that are more difficult to acquire and process; agricultural labor intensifies; information processing and training requirements become less generalized; and most likely, an increased military apparatus is seen as the solution to these problems.

What benefits derive from these adjustments? Barring the acquisition of new energy sources., most often through conquest, such increased costs are usually under-taken merely to maintain the status quo. Stress that is met by increased complexity might come from such sources as agricultural deterioration, population growth, external danger, internal unrest, and threats to foreign sources of important commodities. When complexity increases to counter such stress, it achieves success when the factors that threaten stability no longer do so. So if agricultural production drops below about 2000 calories per person per day, increased complexity, and attendant agricultural development, may restore it to that level. Where stability is threatened by internal or external sources, increased complexity will achieve success when the prior state of orderliness has been restored, or the frontiers defended. Where the supply of a commodity is threatened, increased complexity and military adventures may ultimately secure an even greater supply of the commodity, but just as often they may not.

Thus a growing sociocultural system ultimately reaches a point such as B1, C1 on the curve in Fig. 19, where after investment in further complexity yields increased returns, but at a declining marginal rate. When this point is reached, a complex society enters the phase where it becomes increasingly vulnerable to collapse.

There are two general factors that combine to make a society vulnerable to collapse when investment in complexity begins to yield a declining marginal return. First, stress and perturbation are a constant feature of any complex society, always occurring somewhere in its territory. Such a society will have a developed and operating regulatory apparatus that is designed to deal with such things as localized agricultural failures, border conflicts, and unrest. Since such continuous, localized stress can be expected to recur with regularity it can, to a degree, be anticipated and prepared for. Major, unexpected stress surges, however, will also occur given enough time, as such things as major climatic fluctuations and foreign incursions take place. To meet these major stresses the society must have some kind of net reserve. This can take the form of excess productive capacities in agriculture, energy, or minerals, or hoarded sur-
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pluses from past production. Stress surges of great magnitude cannot be accommodated without such a reserve.

Yet a society experiencing declining marginal returns is investing ever more heavily in a strategy that is yielding proportionately less. Excess productive capacity will at some point be used up, and accumulated surpluses allocated to current operating needs. There is, then, little or no surplus with which to counter major adversities. Unexpected stress surges must be dealt with out of the current operating budget, often ineffectually, and always to the detriment of the system as a whole. Even if the stress is successfully met, the society is weakened in the process, and made even more vulnerable to the next crisis. Once a complex society develops the vulnerabilities of declining marginal returns, collapse may merely require sufficient passage of time to render probable the occurrence of an insurmountable calamity.

Secondly, declining marginal returns make complexity a less attractive problem-solving strategy. Where marginal returns decline, the advantages to complexity become ultimately no greater (for the society as a whole) than for less costly social forms. The marginal cost of evolution to a higher level of complexity, or of remaining at the present level, is high compared with the alternative of disintegration.

Under such conditions, the option to decompose (that is, to sever the ties that link localized groups to a regional entity) becomes attractive to certain components of a complex society. As marginal returns deteriorate, tax rates rise with less and less return to the local level. Irrigation systems go untended, bridges and roads are not kept up, and the frontier is not adequately defended. The population, meanwhile, must contribute ever more of a shrinking productive base to support whatever projects the hierarchy is still able to accomplish. Many of the social units that comprise a complex society perceive increased advantage to a strategy of independence, and begin to pursue their own immediate goals rather than the long-term goals of the hierarchy. Behavioral interdependence gives way to behavioral independence, requiring the hierarchy to allocate still more of a shrinking resource base to legitimization and/or control.

Thus, when the marginal cost of participating in a complex society becomes too high, productive units across the economic spectrum increase resistance (passive or active) to the demands of the hierarchy, or overtly attempt to break away. Both the lower ranking strata (the peasant producers of agricultural commodities) and upper ranking strata of wealthy merchants and nobility (who are often called upon to subsidize the costs of complexity) are vulnerable to such temptations. Effective political action on the part of peasantry can generally take place only when they are allied with other strata. This strategy is rarely employed, the usual course being recurrent peasant upheavals. Even still, peasantry can effectively weaken a hierarchy by other means when their marginal return for participating in a complex system is too low. A common strategy is the development of apathy to the well-being of the polity (Eisenstadt 1963: 207-10). In both the later Roman and Byzantine Empires the overtaxed peasantry offered little resistance to the foreign incursions that ultimately toppled these regimes (A. Jones 1964, 1974; Charanis 1953: 420). 

And so, societies faced with declining marginal returns for investment in complex-
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ity face a downward spiral from problems that seem insurmountable. Declining resources and rising marginal costs sap economic strength, so that services to the population cannot be sustained. As unrest grows among producers, increased resources from a dwindling supply must be allocated to legitimization and/or control. The economic sustaining base becomes weakened, and its members either actively or passively reduce their support for the polity. Reserve resources to meet unexpected stress surges are consumed for operating expenses. Ultimately, the society either disintegrates as localized entities break away, or is so weakened that it is toppled militarily, often with very little resistance. In either case, sociopolitical organization is reduced to the level that can be sustained by local resources.

At this point it would be profitable to discuss Fig. 19 in further detail. A society evolving in complexity undertakes a continuously escalating set of investments, as discussed throughout this chapter. At some point the investment/benefit ratio for this strategy reaches point B1, C1 in Fig. 19. Marginal productivity has reached the point where it can no longer rise, given the basic technology and energy resources available. Beyond this point, for at least awhile, benefits still rise in response to increasing complexity, but at a declining marginal rate. 

The region on the marginal product curve (Fig. 19) between B1, C1, and B2, C2 depicts a realm in which a complex society experiences increased adversity and dissatisfaction. Stress begins to be increasingly perceived, and if modern history is any guide, ideological strife (for example, between growth and no-growth factions) may become noticeable. The system as a whole engages in 'scanning' behavior, seeking alternatives that might provide a preferable adaptation. This scanning may result in the adoption by segments of the society of a variety of new ideologies and life-styles, many of them of foreign derivation (such as the proliferation of new religions in Imperial Rome). Some of these may be perceived by the hierarchy as hostile and subversive, others become briefly fashionable. At the same time, in an industrial society facing declining marginal returns, there may be increased investment in research and development (to the extent that declining resources permit), as solutions to declining productivity are sought, and in education, as individuals position them-selves to reap a maximum share of a perceptibly faltering economy. Taxes rise, and inflation becomes noticeable. Prior to point B2, C2 investment and intensification can still produce positive benefits, but collapse becomes increasingly likely.

The region between B2, C2 and B1, C3 is critical. In this part of the curve increasing complexity may actually bring decreased overall benefits, as the economic system and the sustaining base are taxed to the point where productivity declines. All segments of the society compete for a shrinking economic product. This is a realm of extreme vulnerability, as a major perturbation or stress surge will impinge on a society that has inadequate reserves. Surplus production for investment in research and development has declined. The scanning behavior of the previous stage may be terminated, as the hierarchy imposes rigid behavioral controls (as in later Imperial Rome) in an attempt to increase efficiency.

As such a society evolves along the curve beyond B2, C2 it traverses a continuum of points, such as B 1, C3, where costs for complexity are increasing but the benefits have 
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actually declined to those previously available at some lower level of investment. Thus the benefits derived from investment at B1, C3 are no higher than those available at B1, C1, but the marginal productivity of this latter point is far preferable. A society at B1, C3 is in serious danger of collapse from decomposition (as well as from any external threat), as constituent social units recognize that a strategy of severing their ties to the regional entity might yield highly increased marginal productivity (or however it may be conceptualized). The resulting rebellions and peasant wars further weaken the polity. At a point such as B1, C3 rapid disintegration, of the type that Renfrew (1979) predicts from the topological mathematics of Catastrophe Theory, is likely and expectable.

One important question is why an equilibrium situation does not develop when marginal productivity can no longer rise. Why can't a society that has reached some optimum cost/benefit ratio for its investment in complexity simply rest on its accomplishments? While long-term equilibrium may be possible in comparatively simple foraging societies that are demographically flexible, it is less likely in more complex settings of greater density. Hunter-gatherers typically have the option of dispersing under resource shortages, so that population density is lowered in a distressed area. So long as new land is available, agriculturalists often have the same option (e.g., Renfrew 1982: 275; North and Thomas 1973; Rostow 1960: 34). Where demographic and/or sociopolitical factors limit the option of dispersal for a large segment of a population, though, the solution to stress must often be greater economic and/or sociopolitical investment. Since all human populations experience recurrent stresses, complex societies must constantly develop organizational features designed to alleviate new problems. To the extent that such problem-solving requires greater organizational investment, following the argument developed in this chapter, marginal returns on complexity will ultimately decline.

Alternatives to collapse

Much of the foregoing may read like the doom and gloom that issues from the Club of Rome (e.g., Meadows et al. 1972). Economists and others will rightly ask whether all this is really inevitable, or whether some salvation such as technical innovation can stave off collapse and permit continued growth. Tied up in all this is the question of the future of contemporary complex societies. Although contemporary societies will be discussed, that is deferred for a later chapter. For now the matter of innovation and growth, particularly in regard to ancient societies, will be briefly addressed.

Technical innovation, particularly the institutionalized variety we know today, is unusual in human history (Elster 1983: 105). It requires some level of investment in research and development. Such investment is difficult to capitalize in an agriculturalIy-based society that produces little surplus per capita. Technical innovation often' responds to labor shortages, which in the ancient world were the exception (Walbank 1967: 79-80). As a result, technical development in societies not based on a fossil fuel economy tends to be minimal. Where technical innovation in ancient societies did occur, it often tended actually to depress the productivity of labor (Renfrew 1982: 272; see also Wilkinson [1973]).
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In industrial societies, technical innovation responds to market factors, particularly physical needs and economic distress (Wilkinson 1973; Mensch 1979). It is not, though, always the panacea that is imagined. In an input-output analysis of the U .S. economy from 1947-58, corrected for inflation, Carter found that 'technological change (or progress!) had actually added about $14 billion to the task of satisfying the same final [national] demand' (1966: 29). Technological innovation, as discussed above, is subject to the law of diminishing returns, and this tends to reduce (but not eliminate) its long-term potential for resolving economic weakness. Using the data cited by Wolfle (1960), Scherer observes that if R&D expenditures must grow at 4-5 percent per year to boost productivity 2 percent, such a trend cannot be continued indefinitely or the day will come when we must all be scientists. He is accordingly pessimistic about the prospects for long-term productivity growth (Scherer 1984: 239, 268-9). Colin Renfrew correctly points out (in the context of discussing the development of civilization in the Aegean) that economic growth is itself susceptible to declining marginal productivity (1972: 36-7).

For human societies, the best key to continued socioeconomic growth, and to avoiding or circumventing (or at least financing) declines in marginal productivity, is to obtain anew energy subsidy when it becomes apparent that marginal productivity is beginning to drop. Among modern societies this has been accomplished by tapping fossil fuel reserves and the atom. Among societies without the technical springboard necessary for such development, the usual temptation is to acquire an energy subsidy through territorial expansion. The occurrence of this temptation runs the gamut from simple agriculturalists (Vayda 1961a) to great empires. Whenever the marginal cost of financing a social system's needs out of local yearly productivity becomes perceptibly too high, this solution must seem attractive.

The force of this attraction need hardly be argued, for the rise and expansion of empires provides one of the unequivocal touchstones of history. Such expansion, where successful, has at least the short-term advantage of providing the subsidy sought, as the accumulated reserves of the subject population, and a portion of their yearly productivity, are allocated to the dominant polity.

When some new input to an economic system is brought on line, whether a technical innovation or an energy subsidy, it will often have the potential at least temporarily to raise marginal productivity. In the long run, however, marginal returns will ultimately begin to decline again, for the reasons discussed throughout this chapter. This process is illustrated in Fig. 20. In the curve produced here, B1, C1 represents the point where, under the pressure of diminishing returns, a productive technical innovation or anew energy subsidy is adopted. Marginal productivity starts to rise for those aspects of complexity related to acquiring and initially developing the subsidy. (This may occur immediately or after some delay, as in Wilkinson's [1973] account of the development of a coal-based economy.) Ultimately, though, another point of declining marginal returns is reached, presaging further innovation and expansion, or collapse. The curve shown in Fig. 20 presents a more realistic expression of the economic history of some societies than does Fig. 19, but this only emphasizes the recurring problem of marginal decline.
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A complex society pursuing the expansion option, if it is successful, ultimately reaches a point where further expansion requires too high a marginal cost. Linear miles of border to be defended, size of area to be administered, size of the required administration, internal pacification costs, travel distance between the capital and the frontier, and the presence of competitors combine to exert a depressing effect on further growth. Thus, as Taagepera (1968) has demonstrated, empire growth tends to follow a logistic curve (Fig. 21). Growth begins slowly, accelerates as the energy
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subsidy is partially invested in further expansion, and falls off when the marginal cost of further growth becomes too high.

Once conquered, subject lands and their populations must be controlled, administered, and defended. Given enough time, subject populations often achieve, at least partially, the status of citizens, which entitles them to certain benefits in return for their contributions to the hierarchy, and makes them less suitable for exploitation. The energy subsidy obtained from a conquest is highest initially, due to plunder of accumulated surpluses, and then begins to decline. It declines as administrative and occupation costs rise, and as the subject population gains political rights and benefits. Ultimately the marginal returns for the conquest start to fall, whereupon the society is back to its previous predicament. Now, however, the marginal cost of further expansion has risen even higher.

Thus, lacking dependence on such energy sources as fossil fuels, the limited technical development of which the ancient world was capable, and the extensive territorial expansion for which it is noted, could only provide a temporary respite from declining marginal productivity. The latter tendency in particular resulted in a situation where collapse, when it did occur, affected a wider territorial sphere in a more devastating manner than might have otherwise been the case.
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5. Evaluation: complexity and marginal returns in collapsing societies


The people desire disorder. A Chinese poet on the Chou collapse (quoted in Creel [1970: 431])


The framework developed in the preceding chapter focused on changing cost/benefit ratios for investment in complexity. The shift to increasing complexity, undertaken initially to relieve stress or realize an opportunity, is at first a rational, productive strategy that yields a favorable marginal return. Typically, however, continued stresses, unanticipated challenges, and the costliness of sociopolitical integration combine to lower this marginal return. As the marginal return on complexity declines, complexity as a strategy yields comparatively lower benefits at higher and higher costs. A society that cannot counter this trend, such as through acquisition of an energy subsidy, becomes vulnerable to stress surges that it is too weak or impoverished to I' meet, and to waning support in its population. With continuation of this trend collapse becomes a matter of mathematical probability, as over time an insurmountable stress surge becomes increasingly likely. Until such a challenge occurs, there may be a period of economic stagnation, political decline, and territorial shrinkage. 
The ideal way to evaluate this model would be to isolate and quantify the costs and benefits of various instances of social complexity, and to plot changes in these costs and benefits through time. Long-term periods of significantly declining marginal returns in complexity should be periods of vulnerability to collapse. None of the ancient societies that have collapsed, however, have kept the kinds of detailed records necessary for such a quantitative test, and indeed, many have kept no written records at all. (Such data are difficult to acquire even for contemporary societies [Mansfield 1971: 35-6].)


Strategy in this chapter will be instead to investigate in detail three complex societies that have collapsed. The objective is not to perform a quantitative test of the explanatory framework (for that is impossible) but to ascertain whether this framework helps us to understand collapse in actual cases.


The three test cases have been selected to represent a broad spectrum of sociopolitical complexity, to ensure that the explanation applies to different kinds of societies. Given this restriction, the cases chosen represent probably the best documented examples for their respective levels of complexity. The cases are:


1. The Western Roman Empire. The Roman Empire was certainly among the most complex, entrenched, and territorially extensive societies that have collapsed. It
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is also one of the best documented through literary sources. This literature will be the main basis for the investigation.


2. The Classic Maya of the Southern Lowlands. Classic Maya Civilization evolved from small, independent hamlets, to polities that existed at a city-state level of organization, and to regional systems in which major political centers dominated territories of perhaps a few thousand square kilometers. Although the Maya were a literate civilization, their writing is at present not fully understood. Our knowledge of the Mayan collapse comes primarily from archaeological research. 


3. Chacoan Society of the American Southwest. Organized as a hierarchical, regional confederation, the Chacoans represent the most complex prehistoric society that developed on the Colorado Plateaux of North America. They were also the least complex of the societies examined in this chapter, never organized as a true, coercive state. The Chacoans had no written records, and are solely known archaeologically.


These cases, besides representing very different levels of complexity, allow us to assess the usefulness of the framework for understanding both historically and archaeologically known cases of collapse.

The collapse of the Western Roman Empire


The Roman Empire is paradoxically one of the great successes and one of the great failures of history. The fact that it could be both is readily understandable by investigating its marginal return on investment in complexity during the periods of its rise and its decline.


The collapse of the Roman Empire in the West cannot be attributed solely to an upsurge in barbarian incursions, to economic stagnation, or to civil wars, nor to such vague processes as decline of civic responsibility, conversion to Christianity, or poor leadership. Several of these factors were indeed involved in the collapse process, but to understand that process it is necessary to go back in time to the formation of the entity that ultimately fell.


Whatever the factors that led to the Roman expansion in the last few centuries B.C. , some of its economic consequences were striking. One of these was a tendency for Romans to migrate to the newly conquered provinces (Gibbon 1776-88: 32; Levy 1967: 56; Weber 1976: 394-5; Rostovtzeff 1926: 15). It is noteworthy that the Roman expansion followed the political strife between plebians and patricians of the fifth and fourth centuries B.C., and the land divisions among peasants of the Licinian Lawof 367 B.C. While these facts entice speculation about the causes of the Roman expansion - whether it was induced by irresistible opportunities, by perceived threat, by abstract policy, by demographic pressure in Italy, or by some combination of these and other factors -such speculation is beyond the scope of the present work. What  does seem fairly certain is that the willingness, even readiness, of the Romans to emigrate must indicate some lack of comparable opportunity in the homeland. To the extent that foreign acquisitions helped to meet this need, there was a valid social, 
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political, and economic outcome to the policy of expansion -at least for the conquerors.


The policy of expansion was at first highly successful. Not only were the conquered provinces looted of their accumulated surpluses, even their working capital, but permanent tributes, taxes, and land rentals were imposed. The consequences for Rome were bountiful. In 167 B.C. the Romans seized the treasury of the King of Macedonia, a feat that allowed them to eliminate taxation of themselves. After the Kingdom of Pergamon was annexed in 130 B.C. the state budget doubled, from 100 million to 200 million sesterces. Pompey raised it further to 340 million sesterces after the conquest of Syria in 63 B.C. Julius Caesar's conquest of Gaul acquired so much gold that this metal dropped 36 percent in value (Levy 1967: 62-5). 


With this kind of payoff, Rome's conquests under the Republic were economically self-perpetuating. The initial series of victories, undertaken as a matter of self-preservation, began increasingly to provide the economic base for further conquests. By the last two centuries B.C. Rome's victories may have become nearly costless, in an economic sense, as conquered nations footed the bill for further expansion (A. Jones 1974: 114-15).


This process culminated with Octavian's (later Augustus) conquest of Egypt. The booty of Egypt allowed Augustus to distribute money to the plebians of Rome - and even, when necessary, to relieve shortages in the state budget out of his personal fortune (Frank 1940: 7-9, 15). Yet the geometric Roman expansion of the Republic, ended under the Principate (the emperors from Augustus up to the accession of Diocletian [284 A.D.]) (see Fig. 22). Augustus (27 B.C.-14 A.D.) terminated the policy of expansion, particularly after losses to the Germans, and concentrated instead on maintaining a stable army and restoring .the prosperity that had been ruptured by the civil wars.


With the establishment of Imperial rule, historians usually refer to events by the chronology of the succession of emperors. To facilitate the discussion Table 5 has been prepared, giving the dates of rule for each emperor. These dates will also be occasionally incorporated into the text, whenever that might serve to clarify the discussion.


With the end of geographic expansion there was a corresponding drop in the windfalls of conquest (A. Jones 1974: 124). From Augustus to Diocletian, most emperors were faced with at least some insufficiencies of revenue (Heichelheim 1970: 270). Augustus frequently complained of fiscal shortage, and was often hard put to finance even the modest administration and foreign policy that he established (Gibbon 1776-88: 140; M. Hammond 1946: 75). He instituted for Roman citizens a five percent tax on legacies and inheritances (Gibbon 1776-88: 142). This tax, established to provide for military retirement (Frank 1940: 7), was highly unpopular, since the Roman population had been relieved of taxes in the late Republic.


The major Imperial costs, at various times, included pay, rations, and fodder for the army, the civil service, and other state employees (e.g., in later times workers in the Imperial arms factories), public works, the postal service, uniforms for the army and civil service, education, and the public dole (A. Jones 1974: 35). At all times the 
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Fig.22 The Roman Empire at the time of Hadrian
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Table 5. Roman emperors
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reign Rome's annual income was about 500 million sesterces (Frank 1940: 53) (the sestertius was a coin valued initially at four to the silver denarius [Mat tingly 1960: 122]). With this income, Augustus established an army of 25 legions. The pay of individual legionaries was set at 225 denarii per year.


Despite the stagnation of revenue when expansion fell off, and the often heavy rule in the provinces, there were defmite benefits to the early Empire. There were foreign and internal peace and security, the borders were maintained, commerce was protected, and public works projects were undertaken (Toutain 1968: 253-9). The early Empire was relatively prosperous (M. Hammond 1946: 34) even if the State was not able to command the wealth temporarily made available by earlier conquests. 


The Roman economy was overwhelmingly an agricultural one. It has been estimated that in the later Empire agriculture provided fully 90 percent of the government's revenue. Trade and industry, by contrast, were relatively insignificant. One of the main reasons for this was the high cost of land transport. A wagon load of wheat, for example, would double in value with a land journey of only 480 kilometers, a camel load in 600 kilometers. Land transport was so costly and inefficient that it was often impossible to relieve inland famines; local surpluses could not be economically carted to areas of shortage. Ship transport, while risky and seasonally restricted, was much more economical. It was, for example, less costly to ship grain from one end of the Mediterranean to the other than to cart it 120 kilometers. Under the Edict on Prices, issued by Diocletian in 301 A.D., transport by road was 28 to 56 times more, costly than by sea. The importance of Egypt to feeding the Empire was not just its agricultural productivity, but also its proximity to water transport.


Thus, the only goods that could profitably be transported long distances were those of high relative value -i.e., luxury goods. The bulk of the population, existing on their own agricultural production, could not afford such goods. Large-scale industry thus existed in only a few towns, while most local needs were supplied by village craftsmen (A. Jones 1964: 841-4,1974: 30,37-9,83,138; Duncan-Jones 1974: 1,368; M. Hammond 1946: 70-1).


The Imperial superstructure built on this agricultural base could usually support ongoing expenses, but had difficulty dealing financially with crises. Taxes were initially levied at fixed rates, and were typically not flexible enough to be increased in crises. The government operated strictly on a cash basis and rarely borrowed; its budget was at best minimally planned. Costs tended to rise, although so for a time did State income. Rome's revenues grew from about 500,000 sesterces in the middle of Augustus' reign to about 1,200,000 to 1,500,000 under Vespasian (69-79 A.D.). Some reigns were excessively expensive, such as that of Claudius (41-54 A.D.), who engaged in major public works and conquered Britain. Reserves built up by prudent emperors were quickly spent by their successors (Frank 1940: 42, 53; Heichelheim 1970: 249, 270; A. Jones 1974: 189). 


Emperors upon accession were often faced with an insolvent government, and rarely were able to accumulate reserves for emergencies. When extraordinary expenses arose the supply of coinage was frequently insufficient. To counter this problem, Nero began in 64 A.D. a policy that subsequent emperors found increasing-
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ly irresistible (see Table 6 and Fig. 23). He debased the silver denarius, raising the content of base metal to ten percent. He also reduced somewhat the size of both the denarius and the gold aureus (a coin initially worth 25 denarii) (A. Jones 1974: 191; Heichelheim 1970: 213-14; Mattingly 1960: 121).


This proved no solution, for Vespasian, who increased the number of legions to 30 (M. Hammond 1946: 76), encountered a pressing need for money, and so both raised taxes and debased the currency further (Frank 1940: 44-7; Firiley 1973: 90). Adding to the problem, Domitian (81-96 A.D.) increased the pay of legionaries to 300 denarii per year, while Nerva (96-8) established a public system for the care of Italian orphans (M. Hammond 1946: 82; Duncan-Jones 1974: 288).


The emperor Trajan (98-117 A.D.) embarked on an ambitious -and expensive - program of military expansion. While successful in the field, the booty taken from the conquered lands apparently did not even cover the costs of his campaigns. And of that booty, more than 1!3 was distributed among the urban poor (at some 650 denarii per head). Consequently, the denarius, which had been restored under Domitian and Nerva to its Neronian standard, was devalued by 15 percent, to a level of 79-88 percent purity (Rostovtzeff 1926: 309; M. Hammond 1946: 75-6,78; Frank 1940: 68,

91; Mattingly 1960: 184).


Trajan's successor, Hadrian (117-38), dropped the financially untenable policy of expansion, and abandoned the new acquisitions in Mesopotamia and Assyria. At the same time, however, he instituted a public dole at Athens, gave largess to the poor at 1000 denarii per head, and incurred heavy costs in his travels and building programs. To economize in military costs, from Hadrian's time on army units were raised as often as possible from the locality where they would be stationed. Hadrian occasionally granted tax waivers, perhaps indicating that by this time higher taxation would have created difficulties (Bernardi 1970: 38).


The next Emperor, Antoninus Pius (138-61), attempted to shrink the level of Hadrian's administration. He tried to reduce the number of government officials, and even sold some of the Imperial property and estates. Although he repeatedly gave largess to the people of Rome (at 800 denarii per head), Antoninus Pius left in the treasury at his death a substantial surplus, totaling 675 million denarii (A. Jones 1974: 189; Weber 1976: 406; Frank 1940: 71, 72, 76; Rostovtzeff 1926: 315; Mat tingly 1960: 184).


This surplus proved short -lived. During the reign of Marcus Aurelius (161-80) the edifice of the Empire began to crack. Two major crises confronted the Empire while he held the throne. First, a devastating plague began in 165 or 166 A.D.; it lasted about 15 years and caused significant loss of life (as much as 114 to 113 of the populace in some areas [McNeill 1976: 116]). Secondly, wars with Germanic tribes kept the Emperor in the field for much of his reign. The Roman Empire that had thrived on the plunder of expansion, and that had at least maintained stability when expansion ceased and revenues leveled off, found itself hard pressed to deal with stress surges of this magnitude.


The cost of Marcus Aurelius' barbarian wars exceeded the level that could be supported by the Empire's normal income. One consequence, as might be expected,
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Table 6. Debasement of the denarius from Nero to Septimius Severus

Emperor Average Silver Percent

Nero(54-68 A.D.) 91.8

Galba(68-9) 92.6

Otho (69) 98.2

Vitellius (69) 86.1

Vespasian (69-79) 84.9

Titus (79-81) 80.3

Domitian (81-96) 90.8

Nerva(96-8) 90.7

Trajan (98-117) 85.4

Hadrian(117-38)' 84.1

( Antoninus Pius (138-61) 80.0

Marcus Aurelius(161-80) 76.2

Commodus(180-92) 72.2

Pertinax(193) c 76.0

DidiusJulianus(193) 8i.0

Septimius Severus (193-211) 58.3


AfterBolin(1958:211).

was the depletion of Antoninus Pius' surplus. Yet even with this surplus, Marcus Aurelius found his wars too expensive for revenues, and was forced to finance the Empire's efforts by conducting public auctions of Imperial valuables. He also had to raise new taxes, and debased the denarius to between 70 and 78 percent silver. Despite these difficulties, he still made donations to his soldiers and the poor.


In addition to the problems of financing the barbarian wars, Marcus Aurelius faced a shortage of recruits for his army. Because of this he was forced to settle the defeated Marcomanni within the borders of the Empire, on the condition that they furnish recruits. This is in some ways not surprising, for although population may have risen under the early Principate, by the second century A.D. there was a shortage of free agricultural labor. Not only did this have consequences for agriculture, but also for the military, which depended on the peasant population for recruits (Boak 1955: 15, 17-19; Frank 1940: 77,92; A. Jones 1974: 194; Rostovtzeff 1926: 326).


There are indications that these financial exigencies extended to more than foreign and military affairs. The cities of the Empire had few sources of revenue, so elected officials were usually drawn from the local wealthy classes, and were expected personally to finance all or part of the duties of their offices. As these expenditures increased through time, the amounts paid by these magistrates rose. By the second century A.D. these duties grew to be so burdensome that candidates for office began to fall off (A. Jones 1974: 13, 28; Rostovtzeff 1926: 342).


Commodus (180-92), who succeeded Marcus Aurelius, is of interest to this study
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primarily for further debasement of the denarius. Under his rule it dropped to as low as 67 percent silver (Frank 1940: 92).

The death of Commodus marked the end of the Antonine dynasty. In the successional struggles that followed, Septimius Severus (193-211) ultimately emerged, but with an uncertain hold on the throne. To secure his position, he and his successors of the Severan dynasty courted the army. The resultant military costs strained fmances. Septimius Severus increased the pay of troops to 400 denarii per year. His successor, Caracalla (211-17), raised it to 600, while by the end of the Severan dynasty (235) it stood at 750. The size of the military was also increased to 33 legions. Nor were military costs the sole problem. Septimius Severus supplemented the Roman dole with the addition of oil to the list of free commodities. Mattingly has noted of this time, 'The expenses of government were steadily increasing out of proportion to any increase in receipts and the State was moving steadily in the direction of bankruptcy' (1960: 124).

To pay for all this, Septimius Severus debased the denarius to between 43 and 56 percent silver. The denarius by the early third century was so reduced in value that Caracalla introduced anew coin, the Antoninianus, which was supposedly equal to two denarii, but of lower real value (Mattingly 1960: 215). His successors did not
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hesitate to debase it further. Caracal1a also reduced the gold content of the aureus. The denarius, however, was the coin most worth debasing, since it was used to pay the troops, and this was the major item in the Imperial budget. Caracalla is perhaps best known for his act of 212 extending Roman citizenship to all free inhabitants of the Empire. This had the consequence of vastly extending the pool of those liable to the Roman inheritance tax, which he incidentally doubled.


Although good data are lacking for the early Empire, these continued debasements were clearly inflationary. A slave that in Commodus' reign cost 500 denarii, for example, sold for 2500 under the Severi (Mazzarino 1966: 153). The older, more valuable coins would have been withdrawn, since people would naturally prefer to pay obligations in the newer, debased currency.


Bands of military deserters plagued parts of the Empire under Commodus, Septimius Severus, and Severus Alexander (222-35). Order was beginning to break down. Yet the disturbances of the early third century were nothing compared with what would follow the end of the Severan dynasty in 235 A.D. (Rostovtzeff 1926: 344-80; A. Jones 1974: 194-5; Frank 1940: 86-7, 92-3; Boak 1955: 66; M. Hammond 1946: 76).


The half century from 235 to 284 A.D. was a period of unparalleled crisis, during which the Roman Empire nearly came to an end. The chief features of this time were foreign and civil wars, barbarian incursions, devastation of many provinces, increases in the size of the army and the bureaucracy, fmancial exigency and increased taxes, debasement of the currency, and unparalleled inflation. MacMullen has aptly characterized the time: 'So extensive and complex was the unraveling of the empire's power to defend itself, it strained every power of comprehension' (1976: 69). The Empire survived this period of crisis, but at great cost, and emerged at the turn of the fourth century A.D. as a very different entity.


This is a period for which comparatively little documentation exists, but that in itself may be symptomatic. Literacy and mathematical training apparently declined during the third century. This resulted not only in the unsatisfactory documentation of the period with which historians must deal, but must also have affected the Imperial government. As fewer people could read or count, the quality and quantity of information reaching the government during this critical time would have declined. In Egypt after 250 A.D. census registration came to a halt, and Egypt was a province that was relatively untouched by the troubles. The major emphasis of what education remained was rhetoric, and that was not really relevant to the needs of the government. There was at the same time an increase in mysticism, and knowledge by revelation. The external threats brought increased propaganda about patriotism, ancient Roman virtues, and superiority over the barbarians (MacMullen 1976: 13, 38-44,50-1,58-60,65-6; Clough 1951: 159; Burckhardt 1949: 129).


The average reign during this period of violent political instability was only a few months, and there were many usurpers (A. Jones 1964: 23). There were in this 50 year period at least 27 recognized Emperors, at least twice that many usurpers who were killed, and at one time thirty claimants to the throne. A partial list of these is given in Table 7. By the time of Diocletian (284-305), the number of Emperors and pretenders
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Table 7. Emperors and pretenders from 235 to 285A.D.

Emperors Pretenders

Maximinus,235-8 Quartinus,235

Pupienu:; Balbinus, 238

.Gordian 111,238-44

Philip,244-9 Iotapianus,248-9 Pacatianus,248-9

Decius,249-51 Licinianus,250-1

Gal1us,251-3

Aemilianus,253 Uranius, (248?) 253-4

Valerian,253-60 Ingenuus, 258 (259?)

Gal1ienus,260-8 Regalianus,260 Postumus,260(?)-8

Claudiusll,268-70 Aureo1us,268 Odenathus,262-7

Aurelian,270-5 (?)Domitianus,271(?) Zenobia,267-73

Tacitus,275-6 F1orianus,276 Laelianus,268

Probus,276-82 Marius 268

Carus,282-3 Victorinus,268-70

Carinus,283-5 Tetricus 270-3 (274?)


After MacMullen(1976: 93).

averaged out to at least one per year for half a century. Many commoners did not know who the Emperor at any time was- only that there was one (MacMullen 1976: 93-4; Boak 1955: 23; Clough 1951: 155).


An Emperor's rule during this time was tenuous, and highly dependent on the favor of the military. Rulers were forced to take extraordinary actions to convince the populace of their legitimacy, and to maintain military support. These legitimizing activities carried associated costs; they were politically essential but came at a time of unprecedented financial crisis. Portrait busts were churned out upon the ascendancy of a ruler. False exploits and titles were manufactured. Coinage addressed to key army units was issued. Increased subsidies were given to those who manufactured luxuries for wear or use in palaces. During some of the darkest times, Aurelian (270-5) felt compelled to increase the expense of the Roman dole, issuing loaves of bread rather than wheat flour, and offering pork, salt, and wine at reduced prices. In the decade before Aurelian, Alexandria and other Egyptian cities had been added to the dole (MacMullen 1976: 45-6, 93-4, 98; Boak 1955: 66).


Central control over many provinces waned, and successful independent empires were temporarily established in several areas. Gaul, Britain, and Spain, for example, were independent from 260-74. Semi-successful revolts included those of Carausius and Allectus in the northwest (287-96), Domitianus and Achilleus in Egypt (297), and Zenobia in the east (267-73). Provinces such as Gaul and Palmyra found Imperial assistance during the crisis so ineffectual that for local pretenders usurpation was comparatively successful. Each new center of power, whether legitimate or not, needed a court and full bureaucracy, a complement of servants, and of course an army (MacMullen 1976: 93, 100; Boak 1955: 23; Rostovtzeff 1926: 391).
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This was a time of local disintegration. Lawlessness and banditry increased in places such as Sicily. Tenant farmers left the land, and there were numerous bands of brigands. Farmers in Egypt fled to the swamps of the Delta. In Gaul, rebellious bands formed called the Bagaudae. Suppressed by Maximinian in 286, but reappearing in the mid fourth century, they remained to the end of Roman rule (Gibbon 1776-88: 242-43; Rostovtzeff 1926: 424, 437; Boak 1955: 27, 38-40).

Government costs rose in the areas still under Imperial control. There were increased costs for the expansion and care of cities, for the dole, and for the construction of roads, palaces, and storage buildings. The size and payroll of the army grew, as did campaigning costs. The government's fiscal obligations may well have doubled, and yet this was a government that even before the crisis had been strapped for funds (MacMullen 1976: 102-4, 107-8). Despite the increased expenditures, civil services declined, and buildings fell into disrepair (A. Jones 1974: 29).

The only solution for the government was to raise taxes and debase the currency further. Caracalla had increased army pay at a cost of 70,000,000 denarii per year. To pay for this, as noted, he introduced the Antoninianus, a new coin. It was half the weight of the denarius but tariffed at two denarii. More than 50 years later, after devastating inflation, Aurelian tried the same trick: in the context of reforming the currency he placed a nominal value on coins that was far higher than their actual worth. Prices skyrocketed. Money changers in the east refused to give small change for Imperial coinage. Under Gallienus (260-8) the Antoninianus had less than five percent silver. 'The Empire,' wrote Mat tingly of this period, 'had, in all but words, declared itself bankrupt and thrown the burden of its insolvency on its citizens' (1960: 186). By Aurelian's time further debasement was essentially impossible (A. Jones 1964: 16, 26, 1974: 196; Levy 1967: 87; Heichelheim 1970: 214; MacMullen 1976: 108-9, 112; Mattingly 1960: 186).

Due to the decline in literary and mathematical training during the period of crisis, few data are available on actual inflationary rates between 235 and 284. Good quantitative data again become available with the reign of Diocletian. These data will be discussed when the narrative reaches that point. Some of the effects of the inflation can be perceived, however, even before Diocletian. The main victims, as always, were those on fixed incomes. Unlike current times, though, this included the government and its employees. The Roman government before Diocletian had no real budget, nor any economic policy, as we would know these today. It depended on tax rates that rarely changed. As a result, when crises arose, revenue could not be increased. By the latter part of the third century the currency was so worthless that the State resorted to forced labor and an economy in kind. The earliest example of the former may be Aurelian's conscription of craft associations to build the walls around Rome. By the time of Diocletian the State was so unable to rely on money to meet its needs that it collected its taxes in the form of supplies directly usable by the military and other branches of government, or in bullion to avoid having to accept its own worthless coins (A. Jones 1964: 29-30 1974: 137, 197; MacMullen 1976: 125, 158,205; Mattingly 1960: 186).

Barbarian incursions were frequent and ruinous between 248 and 268. The usurpa-

p.139

tions and regular murder of sitting Emperors meant that civil war was common. Many local populations were devastated by these events. The barbarians were unskilled at siege warfare, so they tended to concentrate in the countryside. Even so, some cities were sacked and burned. In rural areas crops were destroyed, cattle seized, and the population carried off into slavery. Roman armies were almost as destructive. Despite pay increases, inflation sapped the value of military compensation so thoroughly that army units were often forced to seize what they needed from local populations. Under the expense of defending the Empire against incursions, some frontier provinces were abandoned, including the area between the Rhine and the Danube in the 230s and 260s, Dacia in the 260s and 270s, the larger parts of Moesia in the 270s and Mauretania Tingitana in the 280s, and the Low Countries in the late third century. There was increased investment in fortifications, and troops withdrew from border installations to walled cities. In Britain, large coastal forts were constructed, and massive stone walls built around even rather small population centers (A. Jones 1964: 25,31-2; MacMullen 1976: I, 189-90; Gibbon 1776-88: 206-7; Rostovtzeff 1926: 444-5; Boak 1955: 232; Frank 1940: 302; Frere and St Joseph 1983).

The population of the Empire, under the effects of ravaging of the countryside by both foreign and friendly forces, rampant inflation, and changing leadership, cannot have recovered from the plague outbreak of 165/166 to 180. The catastrophes of 235.84 fell on a declining population, which suffered further when the plague returned from 250 to 270 A.D. The agricultural population of a province so essential as Gaul declined, either killed or captured by barbarians, or having deserted fields to join the bands of brigands. Town populations fell before and during the crisis, due to plague, pillage by armies engaged in civil wars or by barbarians, and the declining rural population (Rostovtzeff 1926: 424; Boak 1955: 19,26,38-9,55-6, 113; MacMullen 1976: 18, 183).

The wealthy, as long as they avoided injudicious political entanglements, generally continued to fare well. Large landowners emerged during the third century in increased numbers in all parts of the Empire. The middle class in towns, however, was burdened by the cost of civil obligations. After the second century, while portrait busts of Emperors were being turned out in increasing numbers, there were fewer and fewer local inscriptions. Townspeople could no longer afford them. Small peasant proprietors lost their holdings, attaching themselves as tenants to large estates. Commerce declined, due to the unsafe nature of the countryside and the seas (M. Hammond 1946: 75; Boak 1955: 57; Heichelheim 1970: 297).

The Roman Empire was in a crisis in which its survival was imperiled. The situation was rescued for a time by Aurelian, who in a brief reign (270-5) pushed back the barbarians, 'reformed' the coinage, and reattached the rebellious provinces. Yet he failed, or did not have sufficient time, to enact the sweeping administrative and economic changes needed to ensure the Empire's survival. He did, however, begin these, by conscripting labor when needed for the walls of Rome, and by ordering that deserted lands be obligatorily farmed under the direction of local city Senates. The effect of the latter directive was to draft peasants and whole villages into enlarged agricultural labor forces (MacMullen 1976: 205-6). Yet the situation began to unravel
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again after his death. It was Diocletian who, in a reign from 284 to his voluntary abdication in 305, quelled the barbarians, defeated usurpers, and at the same time initiated sweeping political and economic changes that transformed the nature of the Empire, and ensured its survival for a while longer.

It is difficult always to determine the starting date of the changes that transformed the later Empire. Some can be traced to Diocletian, to Constantine, or to their successors. Others probably originated in the dark times of the crisis, from which so little documentation has emerged. For this reason the discussion that follows will be temporally eclectic, chronologically consistent insofar as possible, but concerned more with the processes of change than with the dates of administrative actions. 

The Empire that emerged under Diocletian and Constantine was administered by a government that was larger, more complex, more highly organized, and that commanded larger and more powerful military forces. It taxed its citizens more heavily, conscripted their labor, and regulated their lives and their occupations. It was a coercive, omnipresent, all-powerful organization that subdued individual interests and levied all resources toward one overarching goal: the survival of the State. The most pressing need was increased military manpower. It has been estimated that the Severan army (prior to 235 A.D.) was just over 300,000. During the next half-century it was increased, standing at 400,000 when Diocletian took office. The level was raised again by Diocletian and Constantine, to between 500,000 and 600,000. By Diocletian's time, in other words, the size of the army may have doubled in 70 years. It was increased again by Constantine, and stood at 650,000 by the end of the fourth century .The recruitment rate for a force of this size has been estimated at around 96,000 per year. Diocletian built networks of strategic roads and fortresses along the frontiers. Constantine drew back slightly from this strategy, reducing frontier garrisons, and creating instead a central, mobile striking force, with a greatly increased proportion of cavalry .The army of the later Empire was probably better officered, since most were professional soldiers rather than civilians with temporary commissions (Boak 1955: 87,91,94; A. Jones 1964: 55,57,60,97-8,1037,1046, 1974: 129; MacMullen 1976: 185-7,204; Brown 1971: 24).

A second major transformation was in the administration of the Empire. A serious revolt in Egypt in 297 convinced Diocletian that more than one ruler was needed to deal with the multiple crises besetting the Empire on so many fronts at once. His solution was the establishment of the Tetrarchy, the system whereby the eastern and western halves of the Roman world were ruled by separate Emperors, each assisted by a subordinate with the title 'Caesar'. Diocletian also greatly increased the number of provinces, by subdividing existing provinces into many smaller ones (and thereby depriving provincial governors of the opportunity to rebel). He increased the size of the Imperial administration, which now had to move with him as he traversed his domains. The size of the bureaucracy was greatly expanded, perhaps doubling by Diocletian's abdication. Moreover, this increased, peripatetic administration was largely duplicated four times, in each of the Imperial courts (two Emperors, two Caesars). The number of capital cities correspondingly increased, making permanent the temporary proliferation of capitals under the pretenders.
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Diocletian built state factories to make arms for the military, and also to provide for the material needs of the Imperial court. A vast state transport system was maintained. Under Diocletian and Constantine not only was the size of the administration expanded, but it was increasingly segmented and specialized. Indeed, this process can be traced back to the years of crisis. From Gallienus (260-8) on the civil and military functions of government were split. Within the military, the tactical was split from the stationary. Within the civil area, Constantine subdivided financial functions.

Although the number of usurpers, and consequent civil wars, declined between the third and fourth centuries, Emperors nevertheless felt a continuing need to spend on public display in order to legitimize their reigns and deter rivals. There was increased new construction in the fourth century, as the Tetrarchy returned to the task of embellishing cities. But much of the rebuilding (and the building of Constantinople) was done by stealing accumulated treasures from other places. Despite this, the building of Constantinople was a major drain, as was the support of its 80,000 citizens placed on the dole. Meanwhile, the city of Rome was a continuing burden: in the fourth century it had some 300,000 inhabitants receiving public distributions.

Whatever the personal motivation behind Constantine's backing of Christianity, it had an important political consequence: by providing a universal religious focus it legitimized the sitting Emperor as sanctioned by divinity. Coins from this time on placed emphasis on symbols of the Emperor's power (showing, for example, the diadem, mantle, scepter, and orb) rather than on personal attributes. Both were important strategies for maintaining the increased authoritarianism of the Imperium from Diocletian on, which historians label the Dominate (Gibbon 1776-88: 332,537; Rostovtzeff 1926: 456; M. Hammond 1946: 77; Boak 1955: 126; A. Jones 1964: 39, 49, 1033, 1045-6; Mazzarino 1966: 169; Heichelheim 1970: 336; MacMullen 1976: 96-7, 100-1, 159, 204; Mattingly 1960: 226).

The changes instituted by Diocletian and Constantine made the Empire more efficient and better defended, but at considerable cost. When evaluating these costs it must be kept in mind that each new governmental office cost little in the degraded currency. The old maximum salary for equestrian-class officials of 300,000 sesterces was by now worth only about 400 second-century denarii. But salaries in kind were considerable. Even though compensation per individual remained below second century levels, the total cost of the new civil administration was the equivalent of adding perhaps two or three new legions to the army. By the fifth century the civil service was over 30,000 strong. This was a heavy burden on the exhausted Empire, and yet it was the lesser part of the increase. The expanded military costs were substantially greater. Not only waSihe increase in military personnel greater than the civilian, but the increased emphasis on cavalry was particularly expensive. Fodder for a horse cost as much as the rations of a soldier.

After the political disintegration of the third century, the Tetrarchy had to reestablish links with local-level organizations, and to obtain tax-related information. In Egypt, for example (and probably elsewhere), lands had to be resurveyed. Taxes were inevitably increased, and continued to rise thereafter. Overall, the role of government in the economic life of the Empire increased (Gibbon 1776-88: 333; M. Hammond E valuation: complexity and marginal returns p.143

1946: 77; A. Jones 1964: 51-2,130-1,1035, 1974: 129,131-2; MacMullen 1976: 126, 186-7).

Inflation continued unabated under Diocletian, forcing the government to continue the economy in kind. One of Diocletian's major accomplishments was to establish the first mechanism whereby the rate of tax in any given year could be geared to estimated expenditures.

Diocletian attempted to restore a sound currency, but may not have had enough metal, for earlier coins continued in circulation. He introduced a new coin worth 25 denarii, which by the 320s had shrunk to 1/3 of its original weight. There were two currencies during the fourth century: gold and copper. The gold solidus was introduced by Constantine, and retained its value for seven centuries. Copper currency, however, was inflated by assigning face values to the coins that were artificially high. The inflated copper coins went to cover military pay, and to buy gold solidi on the open market. Only by the end of the fourth century were payments in kind fully commuted to gold (A. Jones 1964: 60-6, 107, 109,442, 1974: 169-70, 197-200,202-3, 215, 224; Levy 1967: 88).

In the second century a modius of wheat (approximately nine liters), during normal times, had sold for 1/2 denarius. In Diocletian's Edict on Prices (301 A.D.), the price was fixed at 100 denarii, which was itself probably too low. Thus the real value of the denarius had sunk to no more than 0.5 percent of its former value, while wheat, conversely, had gone up 200 times. And that was not the end. In Egypt, the grain basket of the Empire, the same modius of wheat sold in 335 A.D. for over 6000 denarii, and in 338 for over 10,000. In 324 the gold solidus was worth 4250 denarii, yet by 337 it was worth 250,000. By 363 the value stood at 30,000,000 denarii to the solidus. Inflation by this time abated somewhat, for in the next 30 years the value of the denarius with respect to gold fell only another 50 percent. In Egypt in the fourth century the value of the solidus went from 4000 to 180,000,000 Egyptian drachmae. (The Egyptian tetradrachm was considered equal in value to one denarius, and was debased to match the latter. Part of the reason for the Egyptian hyperinflation was apparently a political decision not to back Egyptian coinage with gold or silver (Mattingly 1960: 194,224,248].)

It was the coinage of everyday commerce that was debased, for this was the currency that the government used to meet its military obligations. In the 150 years prior to Diocletian's Edict of 301, the value of gold rose 4S"1imes, the value of silver 86 times. The silver that once went into one denarius could now produce 150. The result was hyperinflation that must have disrupted local-level commerce. In Diocletian's Edict a pound of pork was fixed at 12 denarii. By 412 it cost 90 denarii. In Egypt, from which the best documentation has survived, a measure of wheat that in the first century A.D. sold for six drachmae, had increased to 200 drachmae in 276 A.D., 9000 in 314,78,000 in 324, and to more than 2,000,000 drachmae in 334 A.D. Not surprisingly, Egyptian loans of money were made for increasingly shorter periods in

the third and fourth centuries. Gradually, though, more and more gold solidi came into circulation, and the copper output was reduced. By the fifth century the inflation
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was largely spent (A. Jones 1964: 27, 109, 443, 1974: 200-1, 213, 215, 224; Levy 1967: 88-9; MacMullen 1976: 118; Mattingly 1960: 222-3).

Other approaches failing, Diocletian attempted to control inflation by his famous (and famously unsuccessful) Edict on Prices, issued in 301 A.D. It was no novelty, having been tried before. In general, it set prices too low, was rigged in favor of creditors, and - much to the government's advantage - depressed the cost of transport (Rostovtzeff1926: 463; A. Jones 1964: 27,61; Levy 1967: 94; MacMullen 1976: 122). 

The increases in military strength and civil administration had to be supported by a depleted population. After the plagues of the second and third centuries, and consequent depopulation, conditions favorable to population reestablishment never did emerge in the fourth and fifth centuries (Russell 1958: 140; McNeill1976: 116). After Diocletian there was relative peace in the West for over a century, and in the Asiatic provinces until the beginning of the seventh century .Nevertheless, economic factors created by the establishment of the Dominate did not favor population recovery. This point will be discussed further below. 

The consequence for the Empire was a decline in personnel for agriculture, industry, the military, and the civil service. Agriculture and industry accordingly declined. Agricultural labor became so scarce that landowners, to avoid conscription of their own laborers, bribed vagabonds to enlist instead. In Gaul, shortages of agricultural labor continued until the collapse, so that the victorious barbarians were able to appropriate land with minimal impact on the local population. Many barbarians were enlisted in the military, indeed in the later Empire barbarian colonies were planted within the depopulated lands under Roman rule. Height requirements for military recruits were lowered. By the late fourth century in the West even slaves were sometimes enlisted. In 315 Constantine ordered assistance for poor and orphaned children in an attempt to reverse the demographic trend (Boak 1955: 42,97-8,113-14; A. Jones 1964: 149, 158-9, 1041-3, 1974: 87; MiicMullen 1976: 182-3).

This decline in population and in the supply of essential labor does much to explain the social and economic policies of Diocletian and Constantine. Conscription, which had been practiced before, was instituted as a regular practice by Diocletian. He levied guilds to supply the armies and the Imperium. Gradually families came to be frozen into essential occupations. In 313 Constantine required that soldiers' sons be likewise. A hereditary soldiery emerged, with predictable problems. From 319 to 398 at least 22 laws were issued dealing with the sons of soldiers who sought to evade military service.

From the early fourth century on sons of civil servants were made to enter their fathers' offices. The same was required of workers in government factories, as well as many private sector occupations. Indeed, the distinction between the public and private sectors blurred, as the State directed persons into occupations and levied their output. By the time of Diocletian city offices, which were such a financial burden on their holders, had become hereditary. Since the very wealthy had by this time largely fled the towns to establish country villas, or obtained exemptions, this burden fell on the middle income segment.

Perhaps most important to the economy of the Empire was the tying of agricultural
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labor to the soil. First mentioned in an announcement of Constantine's in 332, this had the effect of establishing a system of serfdom in which tenants were bound to large estates. The colonate, as it is known, was a boon to large landowners during a time of agricultural labor shortages. Colonates continuously tried to escape unsatisfactory conditions, to the army, the church, the civil service, the professions, and other proprietors (Boak 1955: 49, 95, 97, 102-3; A. Jones 1964: 615, 1042, 1974: 16, 18, 87-8,299; Levy 1967: 98; MacMullen 1976: 159, 172, 180, 185).

Concomitant with the decline in population and in agricultural labor there was a significant abandonment of arable, and formerly cultivated, land. In some provinces under Valens (364-78) from 1/3 to 1/2 of arable lands were abandoned. This problem first appeared in the late second century, perhaps due to the plague, and was a subject of Imperial legislation from before Diocletian's time to that of Justinian (527-65). In the late third century Aurelian had held city councils responsible for the taxes due on deserted lands.

The shrinkage in areas cultivated was considerable in many localities. Of Imperial lands in Africa Proconsularis in 422 A.D., over 1/3 were deserted. In adjacent Byzacene more than 1/2 of the lands were untilled. Around the city of Cyrhhus, in 451, over 1/6 of the lands were deserted. Abandoned lands by the fifth century in Africa were between 10 and 15 percent in some provinces, but ranged up to 50 percent in others. Responding to this situation, Constantine made the following discharge offer to his veterans: if they became farmers they would be given free, vacant land, 100 measures of seed, and 25,000 folles (the follis being worth three-fourths of a denarius). If they became anything else the offer was 100 folles (Boak 1955: 45-6; A. Jones 1964: 812, 816, 1039, 1974: 84; MacMullen 1976: 193; Mat tingly 1960: 223).

Three explanations are commonly offered for the abandonment: soil exhaustion, labor deficiencies, and barbarian raids. N one of these is really satisfactory. The same agricultural techniques had been employed for centuries before Diocletian, and continued for centuries after. The bulk of deforestation and erosion apparently came later, in the Middle Ages, and resulted from disregard of water and soil conservation measures in late Roman times (Vita-Finzi 1969: 101-2). In Egypt, where the fertility of the soil was annually renewed by the Nile, abandonments were just as severe as elsewhere (Baynes 1943: 30).

Shortages of labor are more plausible, for landlords were always short of tenants, and welcomed allocations of barbarian prisoners. But some landowners abandoned estates with agricultural slaves and tenants in place. Clearly, then, labor shortages were not the sole responsible factor .

Barbarians ravaged only some parts of the Empire, and not necessarily those with I the greatest percentages of abandoned lands (A. Jones 1964: 816-18, 1974: 85). They [" alone were not responsible for agricultural abandonment.

Contemporaries of the event attributed it to overtaxation, and there is much to recommend this interpretation. The expensive government and military of the Dominate are clearly implicated. One writer of the period went so far as to suggest that those who lived off the treasury were more numerous than those paying into it. l1 Another complained that taxes, which were high even before the Dominate, doubled
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from 324 to 364. In the sixth century A.D. (which post-dates the fall of the West, but illustrates the trend), even privileged landowners paid twice as much tax as provincials had in the first century B.C., and ordinary landowners paid well over three times as much. Even Italians now found themselves taxed again.

A major problem, in addition to the rate of the levy, was the rigidity of Diocletian's tax system. It was not designed to accommodate variations in the quality of land or fluctuations in yield. This was a flat tax levied on the land and on the number of residents. The government required that the land tax be paid whether a parcel was cultivated or not. Where possible, abandoned lands were sold or granted to new owners with a tax rebate, but if this failed, they were assigned compulsorily to other landowners, to all local landowners, or to municipalities for payment of taxes. Population figures for the poll tax remained as originally calculated, regardless of how population actually changed. Villages were held corporately liable for these taxes on their members, and one village could even be held liable for another. The rate of taxation was generally not progressive, so it rested more heavily on the poor and on those with large families. When wealthy influentials got their land under-assessed, the extra share was distributed among the remainder. And the State always had a back-up on taxes due, extending obligations to widows or children, even to dowries. 

The tax burden was such that peasant proprietors could accumulate no reserves, so if barbarians raided, or drought or locusts diminished the crop, they either borrowed or starved. Eventually their lands passed to creditors, to whom they became tenants. As tenants they paid 1/2 of their crops in rent, while proprietors owed 1/3 in taxes. Whatever crops were brought in had to be sold for taxes, even if it meant starvation for the farmer. Under conditions of famine it was the farmers, amazingly enough, who were the first to suffer, often flocking to cities that held stores of grain.

It is little wonder that the peasant population failed to recover. The collection of taxes and rents was so unvarying that, however poor the crop, the amount, due was seized even if the cultivators were left without enough. People couldn't meet taxes and so were jailed, sold their children into slavery, or abandoned their homes and fields. Circumstances were highly unfavorable for the formation of large families.

Under these conditions the cultivation of marginal land became unprofitable, as too frequently it would not yield enough for taxes and a surplus. Hence, lands came to be progressively deserted. Faced with taxes, a small holder might abandon his land to work for a neighbor, who in turn would be glad of the extra agricultural labor. A patronage system developed wherein powerful local land-holders extended protection over peasants against the government's demands. The government legislated unsuccessfully against this source of lost revenue.

It was not only the countryside that suffered. Toward the end of his reign Constantius II (337-61) appropriated the landed endowments of cities. All local services now had to be financed by city magistrates, upon whom the burden was hereditary. Julian (360-3) restored land rents and taxes to cities, but these were reconfiscated under Valentinian I (364-75) and Valens (364-78). A few years later a portion was refunded for public building repair. In Gaul of the later Empire cities contracted, sometimes to the size of the Celtic villages from which they had earlier sprung (Rostovtzeff 1926; 
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465,470-1; Boak 1955: 33,58,112,125; A. Jones 1964: 68,131,146,455,465,755-6, 773-6, 810-12, 819, 822, 1043-4, 1974: 18, 82-8, 130, 135-6; Heichelheim 1970: 332; MacMullen 1976: 100-1, 170, 173,209).

The system established by Diocletian involved rigid control of individuals and their output. Each citizen, each guild, and each locality was expected to produce needed essentials for the survival of the Empire. For a time the Empire did indeed survive, but at a cost of the progressive abandonment of land, declining agricultural yields, depopulation of the countryside, and impoverishment of the cities. As different occupations competed for personnel, military strength declined until finally barbarians were relied on to staff the army. When Attila was defeated in Gaul in 451 it was by a federation of local Germanic kingdoms, not by Roman arms.

Taxes in the later Empire continued to be crushing. Although Valens stopped their rise in the East, and later reduced them somewhat, in the West under co-Emperor Valentinian II taxes were still too heavy. His successor, Valentinian III, publicly admitted in 444-5 that additional taxes on landowners or merchants would be devastating. Even still, he was forced in 444 to impose a 1/24 sales tax, which required that all sales be conducted in the presence of a tax collector. In the early fifth century in the West there were widespread revolts (in 417, 435-7, and 442), which had to be suppressed by the military. Delinquent taxes were remitted occasionally in the early and middle fourth century, but so frequently after 395 that a general agricultural breakdown in the West seems indicated.

Contemporary records indicate that, more than once, both rich and poor wished that the barbarians would deliver them from the burdens of the Empire. While some of the civilian population resisted the barbarians (with varying degrees of earnest-ness), and many more were simply inert in the presence of the invaders, some actively fought for the barbarians. In 378, for example, Balkan miners went over en masse to the Visigoths. In Gaul the invaders were sometimes welcomed as liberators from the Imperial burden, and were even invited to occupy territory .To ensure the doubtful loyalty of frontier areas, the government was on occasion forced to make up local deficits of grain.

Zosimus, a writer of the second half of the fifth century A.D., wrote of Thessaly and Macedonia that '...as a result of this exaction of taxes city and countryside were full of laments and complaints and all invoked the barbarians and sought the help of the barbarians' (quoted in Mazzarino [1966: 65]). '[B]y the fifth century,' concludes R. M. Adams, 'men were ready to abandon civilization itself in order to escape the fearful load of taxes' (1983: 47). 

The decreased manpower and wealth of the Western Empire helped contribute to the military successes of the invaders. In turn, the military disasters of the West further weakened its finances. In the mid fifth century the West was gradually lost. Areas like Spain and Africa were temporarily or permanently lost to the barbarians. Substantial tax remissions had to be given to the areas devastated by the invasions. In 439 the Vandals took Carthage, which had supplied grain to the city of Rome. There were widespread breakdowns in civil services.

In the 20 years following the death of Valentinian III (455 A.D.), the Roman Army 
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proper dwindled to nothing. The recruiting ground shrank to Italy itself. The government came to rely almost exclusively on barbarian troops. When finally these could not be paid they demanded land in Italy instead. This being refused, they mutinied, elected Odoacer their king, and deposed the last Emperor of the West, Romulus Augustulus, in 476.

Although this is the official date for the end of the Western Empire, in fact most of the provinces had been lost years before. One small section of Gaul remained under Roman administration until annexed by the Franks in 486. The Germanic kings initially maintained approximately the same civil administration they found in the conquered lands, for this was the only administration they knew. In Italy the Senate continued to meet under Odoacer and Theoderic. But even these vestiges of the Empire disappeared within a few years (Gibbon 1776-88: 1238, 1254-5, 1301; Dill 1899: 237-40; Frank 1940: 303-4; Boak 1955: 52; A. Jones 1964: 147-8, 190, 201, 204-6,243-4,247-8,253, 812, 826, 1059-61, 1974: 82, 84, 88; Levy 1967: 99; Heichelheim 1970: 300; Isaac 1971: 127; Weber 1976: 407; MacMullen 1976: 207).

Assessment of the Roman collapse

Whatever the stimulus for the Roman expansion -and this no doubt varied over time -it was for the conquerors a highly successful policy. From the middle of the third century B.C. ever increasing quantities of gold and silver flowed into the Roman treasury. The result was that the Roman people paid little or nothing for continuing conquests and for garrison costs. The captive populations underwrote the cost of further expansion (A. Jones 1974: 114-15). At this point in their history the Roman people were investing in a policy of territorial expansion (with associated rise in administrative costs), and reaped the return on that investment. After the initial series of successes, the benefit/cost ratio for this policy was for a time spectacularly high. It was an enterprise with a marginal return that was most favorable. 

Inevitably, though, this high rate of return could not be maintained. Three factors combine ultimately to lower the marginal return for any such policy. First, the number of profitable conquests declines. A geographically expanding state ultimately encounters a competitor with equivalent capabilities, whose conquest would be too expensive, if not impossible. Rome met such a competitor in the Persian (Parthian, later Sassanian) Empire to the east. Although in the many contests between these powers Rome generally came out best, Parthia was a long overland trek from the Mediterranean. It had lengthy borders, external enemies of its own, and a potentially subversive population. Trajan's conquest of parts of this empire was abandoned by Hadrian as too expensive to administer (Rostovtzeff 1926: 315). On other fronts, if I powers demanding respect are not found, an expanding polity is likely to meet populations whose conquest would not bear the cost. The Romans found such peoples on many fronts, such as the northern frontier with Germany. Thus, the economics of territorial expansion dictate, as a simple matter of mathematical probability, that an expanding power will ultimately encounter a frontier beyond which conquest and garrisoning are unprofitable.

Secondly, the logistics of transport and communication dictate that, beyond a 
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certain distance from the capital, lands will be difficult to govern. For the Roman Empire this was especially the case the farther one traveled inland from the Mediterranean sea lanes.

The combined factors of increased costliness of conquest, and increased difficulty of administration with distance from the capital, effectively require that at some point a policy of expansion must end. This was the state reached by the Roman Empire by the beginning of the current era. Under Augustus the size of the Roman Empire was essentially capped. Later additions were comparatively insignificant, and costly. The conquests of Britain by Claudius, and of Dacia by Trajan, probably never paid for themselves, for these were poor, distant, frontier provinces (M. Hammond 1946: 75-6).

Thirdly, once the accumulated surpluses of conquered nations have been appropriated, a conqueror must thereafter incur costs to administer, garrison, and defend the province. And when the accumulated surpluses have been spent, this must

be paid for out of yearly income. Costs rise and benefits decline. For a one-time infusion of wealth from each conquered province, Rome had to undertake administrative and military responsibilities that lasted centuries. For Rome, the costs of administering some provinces (such as Spain and Macedonia) exceeded their revenues. And although he was probably exaggerating, Cicero complained in 66 B.C. that, of all Roman conquests, only Asia yielded a surplus. In general, most revenues were raised in the richer lands of the Mediterranean, and spent on the army in the poorer frontier areas such as Britain, the Rhineland, and the Danube (A. Jones 1974: 116, 127).

So the process of geographical expansion, if successful, yields a marginal return that initially is very high, but which inevitably begins to decline. By the time the conquest of the rich Mediterranean lands was completed, this was the situation in the Roman Empire. An imperial administration that had been developed following the major influxes of wealth that were the benefits of conquest thereafter had to be supported by the Empire's yearly agricultural output. The result was that under the Principate the Empire had to maintain a far-flung, inflexible administrative and military structure on the basis of variable agricultural output, and in the face of an increasingly hostile political environment. The Roman Empire was the first state, and the only one until recent times, to maintain a standing military force sufficient for all its needs (A. Jones 1974: 135).

As a result, from Augustus on, the Empire regularly faced fiscal insufficiencies. The Imperial budget was generally sufficient for the normal needs of the government, but stress surges required extraordinary fiscal measures. Augustus' successors dealt with financial crises occasionally by selling their capital -Imperial lands and treasures. This was obviously a limited solution. The more; common stratagem was to defer the true costs of government by debasing the currency This had the politically expedient advantage of shifting to some indefinite point in the future the cost of current crises. The inflation that would inevitably follow would tax the future to pay for the present, but the future could not protest. Viewed from the perspective of history, it is clear that by the time of the Principate the marginal return on investment
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in empire had declined considerably from the level of the later Republic. When the stresses impinging on the Empire grew, it would decline further still. What had once been a windfall was becoming a burden.

The weaknesses of the Empire that were exposed when Marcus Aurelius confronted the Marcomanni proved nearly fatal during the succeeding crises. The reduced marginal return on organizational investment left the Roman Empire without sufficient reserves to meet such emergencies. The only alternatives were to raise taxes directly, or to raise them indirectly by debasement and inflation. Both courses were adopted. And yet the crises of civil war and barbarian incursions required increased expenditures that yielded no increased return. The Empire was not expanded, no major booty was acquired, and there was no increase in agricultural output. The increased costs of the third century were incurred merely to maintain the status quo. Costs rose precipitously while benefits, at best, remained level. Axiomatically, the marginal return on investment in empire declined.

This process intensified with the establishment of the Dominate during the reign of Diocletian. In the third century taxation had become so heavy as to consume the capital resources of taxpayers (Boak, 1955: 111). In the fourth and fifth centuries it became even worse. As the sizes of both the military and the civil administrations doubled, taxes had to be raised from a weakened Empire to foot the bill. The effect on the support population, as described, was devastating.

The cost of saving the Empire was extremely high for a non-industrial population. And as in the third century, payment of this cost yielded no increase in benefits. Yet what happened during the fourth and fifth centuries was more than simply a further decline in the marginal return. The Empire was by this time sustaining itself by the consumption of its capital resources: producing lands and peasant population. Continued investment in empire was creating not only a drop in marginal output, but also a drop in actual output. Where under the Princfpate the strategy had been to tax the future to pay for the present, the Dominate paid for the present by undermining the future's ability to pay taxes. The Empire emerged from the third century crisis, but at a cost that weakened its ability to meet future crises. At least in the West, a downward spiral ensued: reduced finances weakened military defense, wile military disasters in turn meant further loss of producing lands and population collapse was in the end inevitable, as indeed it had always been. 

In Chapter 4 it was suggested that, when a complex society enters a situation of declining marginal returns, collapse can occur from one or both of two reasons: lack of sufficient reserves with which to meet stress surges, and alienation of the overtaxed support population. The former was a clear problem faced by the Empire since at least the days of Marcus Aurelius, if not before. The latter evidently became part of the Empire's problems under the Dominate, or possibly even during the third century crisis. If accounts are to be believed, at least a portion of the overtaxed peasantry openly welcomed the relief they thought the barbarians would bring from the burdens of Roman rule. And a much larger portion were evidently apathetic to the impending collapse. It seems clear that the Empire had at least partially lost its legitimacy. The costs of empire had risen dramatically, while in the face of barbarian successes the 
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protection that the State could offer to many of its citizens proved increasingly ineffectual. To many, there were simply no remaining benefits to the Empire, as both barbarians and tax collectors crossed and ravaged their lands. As Gunderson notes,

'...the net value of local autonomy exceeded that of membership in the Empire' (1976: 61). Complexity was no longer yielding benefits superior to disintegration, and yet it cost so much more.

The collapse yielded at the same time both a reduction in the costs of complexity and an increase in the marginal return on its investment. The smaller, Germanic kingdoms that succeeded Roman rule in the West were more successful at resisting foreign incursions (e.g., Huns and Arabs) than had been the later Empire (Weber 1976: 389). They did so, moreover, at lower administrative and military costs. The economic prosperity of North Africa actually rose under the Vandals, but declined again under Justinian's reconquest when Imperial taxes were reimposed (Hodges and Whitehouse 1983: 28). Thus the paradox of collapse: a drop in complexity brings with it a corresponding rise in the marginal return on social investment (see Fig. 19). 

Two matters remain to be addressed: why the East survived when the West failed, and why the Empire did not develop the economic strength necessary to avoid collapse.

Three factors account for the continued survival of the East. Two of these are that it was economically stronger than the West and strategically less vulnerable. The provinces of the Eastern Empire included the older, more economically developed and populous parts of the Mediterranean world. Such provinces were better able to bear the costs of defense and administration than those of the West. It has been estimated that in the later Empire the budget of the West was only 1/3 that of the East. And yet the West had over twice as long a northern frontier to defend. While in the fourth and fifth centuries the West was overrun by invaders, the East had major problems along only the Danubian frontier. To the east, wars with Persia were infrequent, with long periods of peace (Baynes 1943: 34-5; A. Jones 1964: 1027, 1030-1; Levy 1967: 92, 99).

Within the framework developed here it may be observed that the East survived because, with its greater wealth and its smaller border problems, its investment in complexity was more easily financed, and its marginal return higher. The support population was wealthier and more numerous, and thus less easily overtaxed. And its government was, if not more successful militarily than the West, at least less unsuccessful. The government of the East continued to rule not just because of wealth and geography, but also because these happy circumstances combined to give it greater legitimacy.

The third factor accounting for the survival of the empire in the eastern Mediterranean is that it could not collapse. To discuss this point requires concepts that will be introduced in the final chapter. The survival of the Eastern Roman Empire

will be raised again at that point. The matter of economic development is more subtle. Many authors concentrate on the expense of transport, and the poverty of the rural population, as reasons why industry did not develop, nor agriculture intensify (e.g., A. Jones 1964: 1048). Yet 
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there is more to the matter. As Elster has pointed out, 'Innovation and technical change are not universal phenomena, but are restricted in time and space to a very small subset of historical societies' (1983: 105). In this light the question 'Why didn't Rome develop economically?' can be rephrased 'Why wasn't Rome economically abnormal?' Viewed thus, the question of Rome's lack of economic development becomes substantially less problematical.

It might be worthwhile to consider the matter by comparison to the later development of industrialism in northwestern Europe. As described in previous chapters, Wilkinson (1973) has argued that, at least in its initial phases, industrialism in England was stress-induced. Overpopulation in the later Medieval period led to clearing of forests for agricultural land. The resulting drop in fuelwood regeneration required the populace to shift to increased dependence on coal. Reliance on coal in turn necessitated a host of concomitant changes, many associated with the industrial 'revolution.' These included the steam engine, high capacity water pumps (for mining below the water table), and both canal and rail transportation. 

While I don't wish to draw any direct contrasts between industrialism in England and its absence in the Roman Empire, one difference is glaring: the later Empire was substantially underpopulated. Lands that had once been cultivated were in late Classical times deserted, while agricultural labor was in short supply. Government attempts to reclaim the abandoned lands and to foster population growth were notably unsuccessful. It has been argued that such attempts at intensifying the use of land will typically be unsuccessful, if imposed from the top in a situation in which they are inappropriate (cf. Boserup 1965; Rostow 1960: 34). Intensification, whether in the use of land or in any economic sphere, would have had to emerge from demographic and/or economic pressures operating on the bulk of the Roman population (Wilkinson 1973; North and Thomas 1973). With low population and free available land, such pressures were simply absent. Other pressures, to be sure, were affecting the population of the Empire, but not a lack of economic opportunity. There were simply too much unused land and too many unfilled occupations. In Britain, for example, the heavy plow needed to take in the clay lands was probably known from before Roman times, and yet population was so low that the clay lands were largely avoided until later (Boak 1955: 36; Wailes 1972). If the later Roman government had attempted a policy of economic development, it would have experienced a frustration often found by contemporary governments attempting the same thing: development cannot be forced in the absence of demand. Colloquially, it is called pushing on a string. 
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